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FUNDAMENTAL PROBLEM

FUNDAMENTAL LIMITATIONS ON DISTRIBUTED

INFERENCE IN LARGE ARRAYS OF

MICROSENSORS (POSSIBLE IN MOVEMENT),

GIVEN CONSTRAINTS ON INFORMATION

PROCESSING AT EACH SENSOR LOCATION AND

CONSTRAINTS ON COMMUNICATION BETWEEN

PROCESSORS.

IDEALLY

ONE WOULD LIKE

• SHANNON-LIKE THEORY FOR DISTRIBUTED

INFERENCE ON A MOBILE SENSOR NETWORK

WITH AVAILABLE COMMUNICATION OVER

NOISY CHANNELS LINKING THE NODES OF A

NETWORK.
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FURTHER DIFFICULTY

INFORMATION GATHERING AND PROCESSING

DONE TO MEET OBJECTIVES SUCH AS:

DETECTION (TARGETS)

CLASSIFICATION AND TRACKING OF EVENTS

DYNAMIC TARGET TRACKING

THEREFORE

FOR EXAMPLE

• REAL-TIME (DELAY) ISSUES MIGHT BE AN

IMPORTANT CONSIDERATION, SOMETHING

INFORMATION THEORY, AS IT CURRENTLY

STANDS DOES NOT HANDLE VERY WELL.

(SEE RECENT THESES: A. SAHAI: ANY TIME INFORMATION
THEORY AND S. TATIKONDA: CONTROL WITH
COMMUNICATION CONSTRAINTS)
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FURTHERMORE

• NEED AN ABSTRACTED, HIERARCHICAL VIEW

OF INFORMATION, THAT IS, INFORMATION IS

NOT JUST BITS.

REPRESENTATION OF INFORMATION

CONCEPT FORMATION AND LEARNING

• INFORMATION PROCESSING STRUCTURE

SHOULD REFLECT REPRESENTATIONAL

STRUCTURE.

• NETWORK ARCHITECTURE, FAILURES,

RECONFIGURATION

• SOFTWARE VERIFICATION

THEORIES BUILT INTO VERIFIER
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MANY DIMENSIONS TO THE

RESEARCH PROGRAM

MAIN THEME

ROBUST DISTRIBUTED

INFERENCE IN A DYNAMICAL

NETWORKED ENVIRONMENT.

CODING & DECODING,

INFERENCE, STATISTICAL

MECHANICS OF DISORDERED

SYSTEMS

(FALL TERM: SEMINAR COURSE AT MIT)
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WHAT IS THE DATA FUSION

PROBLEM?

State of the World to be Inferred:

Given

(Ω,F)

Ω: Sample Space (Structured)

F: Set of Events

For example: Ω = Ω1 ×Ω2 · · · ×ΩN

and

Gi(ω;B) , ωεΩ, BεGi ⊂ F , i = 1, . . .K

(i) For fixed B ω 7−→ pi(ω;B) is a
random variable

(ii) For fixed ω B 7−→ pi(ω;B) is a
probability measure on (Ω,F)
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WHAT IS THE DATA FUSION

PROBLEM?

Find all possible probability distributions

PεP(Ω) (set of all probability measures

on (Ω,F) which are consistent with Gi,
that is, for AεF, BεGi

P(A
⋂
B) =

∫

B
pi(ω,A)P(dω) i = 1, . . .K

i.e. the pi became Conditional Probabilities.
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THE ISSUE OF ARCHITECHURE

HIERARCHIES AT DIFFERENT

LEVELS OF ABSTRACTION

TOP DOWN VS. BOTTOM UP PROCESSING
ROLE OF FEEDBACK

(Presentation of Maurice Chu)

ABOVE PRESENTATION IN THE CONTEXT OF
TEST BED AT XEROX PARK

ARCHITECTURAL ISSUE

UNIVERSAL PART

DOMAIN SPECIFIC (DESIGNED)

CENTRALLY DESIGNED DISTRIBUTED SYSTEM
VS. DISTRIBUTED IMPLEMENTATION
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THEORY OF

INTERCONNECTIONS

SHANNON THEORY OF DIGITAL
COMMUNICATIONS AS A THEORY OF
INTERCONNECTIONS

(OPEN ISSUES: SYNCHRONIZATION, ROBUSTNESS TO

PROBABILISTIC ASSUMPTIONS)

CORRESPONDING THEORY IN NETWORKED
ENVIRONMENT ??

REDUCTION TO BITS ??

IN A NETWORKED ENVIRONMENT NOT JUST
COMMUNICATION PROBLEMS.

DECISION MAKING IS INTRINSIC TO THE
OVERALL PROBLEM

(See Presentation of P. Kumar)
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PROBLEM:

FIND ENCODER & DECODER SUCH THAT WE

OBTAIN DESIRED BEHAVIOR FROM (Mt)t≥0

(SOURCE) AND ITS RECONSTRUCTION (M̂t)t≥0,

THAT IS:

Vd ⊆ P(M,M̂)(·)

→ CONTROL PROBLEM: CAPACITY

→ INFERENCE PROBLEM: RATE DISTORTION

→ INFORMATION TRANSMISSION

→ SEPARATION THEOREM
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EXAMPLE OF A DISTRIBUTED

ESTIMATION & DETECTION

PROBLEM WITH EXPONENTIAL

COMPLEXITY

TWO STAGE DETECTION & ACTION PROBLEM

MINIMUM COST PARTITIONING PROBLEM

13



      

CORRESPONDENCE DIAGRAM

PRESENTATIONS =⇒ RCA’S
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CORRESPONDENCE DIAGRAM cont.
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