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ABSTRACT is not likely to scale. This is for two fundamental reasons. First,

aggressive probing mechanisms that monitor dynamic attributes do

not scale in the number of nodes that participate in the overlay.
or example, the designers of RON [9] indicate that their approach

We argue that designing overlay services to independently probe
the Internet—with the goal of making informed application-specific
routing decisions—is an untenable strategy. Instead, we propose .
shared routing underlay that overlay services query. We posit thatdoes not scale bey_ond roughly 50_ nodes. Se_cond, when muIU_pIe
this underlay must adhere to two high-level principles. First, it must overlays runon a single node (as is the case in an overlay_-hostlng
take cost (in terms of network probes) into account. Second, it must Platform |_|ke P_IanetLab_ [22]) oron the same subnet _(as m_|ght be
be layered so that specialized routing services can be built from athe case if a site participates in muItlpIe overlay ser_wces) itis not
set of basic primitives. These principles lead to an underlay design4"common to see a measurable fraction of the traffic generated by
where lower layers expose large-scale, coarse-grained static infor2 node beinging. On _Planetl__ab, for example, we recently mea-
mation already collected by the network, and upper layers perform sureq 1GB-per-day gbing traffic (outbound only), correspor_1d|ng
more frequent probes over a narrow set of nodes. This paper pro-to a little over oneping per _se_cond per no_de across approximately
poses a set of primitive operations and three library routing services125 nodes. Althoughitis difficult to quantify how many concurrent
that can be built on top of them, and describes how such libraries ©V€"lays a network could support—or what percentage of overall
could be useful to overlay services. traffic should be allowed to b_plng_—havmg every overlay inde-
pendently probe the network is difficult to defend architecturally.
The advantage that broad-coverage services like the ones cited
1. INTRODUCTION above gain over traditional client-server applications is that, by be-
Overlays are increasingly being used to deploy network servicesing geographically distributed over the world, they have multiple
that cannot practically be embedded directly in the underlying In- vantage points of the network from which they are able to construct
ternet [21, 22]. Examples include file sharing and network-embedded@pplication-specific packet forwarding strategies. It should not be
storage [18, 27, 13], content distribution networks [34], routing and forgotten, however, that the network itself already has the advan-
multicast overlays [28, 9, 12], QoS overlays [33], scalable object tage of these multiple viewpoints, and already has a fairly complete
location [10, 26, 32, 24], and scalable event propagation [14]. picture of the network. It is redundant for a single overlay network
One common characteristic of these overlay services is that theytO re-discover this information for itself. It is architecturally silly
implement an application-specific routing strategy. For example, for each overlay to duplicate this effort.
object location systems construct logical topologies using distributed In response to this problem, we propose a new architectural ele-
hash tables, multicast overlays build distribution trees that mini- ment—arouting underlay—that sits between overlay networks and
mize link usage, and robust routing overlays attempt to find alter- the underlying Internet. Overlay networks query the routing under-
natives to Internet-provided routes. These overlays often probe thelay when making application-specific routing decisions. The un-
Internet, for example usinging and traceroute, in an effort to derlay, in turn, extracts and aggregates topology information from
learn Something about the under|ying t0p0|ogy‘ thereby a||owing the underlying Internet. In addition to making a case for the rout-
them to construct more efficient overlay topologies. Some overlays ing underlay, this paper sketches one possible underlay design and
also employ active measurement techniques in an effort to contin-evaluates its feasibility.
uously monitor dynamic attributes like bandwidth and loss. Even
overlays tha_t const'ruct purely logical topolog_ies probe the Internet 2. ARCHITECTURE
to select logical neighbors that are also physically nearby.
While having a single overlay probe the Internet in an attempt
to discover its topology is not necessarily a problem, the strategy

This section motivates our routing underlay architecture by first
observing that many existing overlays could be implemented on top
of a shared set of topology discovery services. It does not attempt
to define a comprehensive set of services, sufficient to support all
overlays, but rather, it identifies the kinds of high-level operations
Permission to make digital or hard copies of all or part of this work for that overlays mlght' effgctlvely employ. The section then proposes
personal or classroom use is granted without fee provided that copies ared Set of low-level primitives that an underlay would need to support
not made or distributed for profit or commercial advantage and that copiesto implement these operations. The section concludes by sketching

bear this notice and the full citation on the first page. To copy otherwise, to a layered architecture suggested by this discussion.
republish, to post on servers or to redistribute to lists, requires prior specific

permission and/or a fee. 21 Useful Services
SIGCOMM'’03,August 25—-29, 2003, Karlsruhe, Germany. .
Copyright 2003 ACM 1-58113-735-4/03/000855.00. Looking at the problem from the top-down, we observe that many
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recently proposed overlay services use similar approaches to topol-
ogy discovery and self-organization, and for this reason, could ben-
efit from a shared routing underlay. Such an underlay might also
help some overlays take more scalable approaches to resource dis-
covery. Below, we discuss a few representative overlays and iden-
tify some underlay services that they could exploit.

The RON routing overlay [9] aims to discover good-quality paths
through an overlay of routing nodes, as well as to quickly fail-over
to an alternate path when the current path goes down or becomes
congested. RON organizes théparticipating nodes into a clique
and probes each of th&? edges to discover its latency; it then

‘ Service Overlay Networks‘

\ Library of Routing Service#

Primitives

‘ Topology Probing Kernel ‘

...raw topology information...

Figure 1. Structure of the Routing Underlay

runs a link-state routing algorithm over the fully-connected logi- mind, we propose three primitives that the routing underlay should
cal topology to discover the lowest-cost routes through the overlay. SUPPOTt:

However, the authors report that this approach does not scale for
N > 50 nodes due to the amount of probes generated. A rout-
ing underlay could help the situation by providing RON with a
sparsely connecteduting mestof overlay nodes; probing a mesh
instead of a clique could reduce the total probing cost by an order
of N. Alternatively, RON could be redesigned to probe the net-
work at connection setup time, that is, on-demand. The underlay
could return some (constant) numberdigjoint pathsthrough the
network between the ingress and egress RON nodes for the con-
nection, and RON could probe just these paths to select the best
one. Since the paths would be disjoint, their performance should
be independent; periodic probes of each path would allow RON to
switch paths should the performance of one decline.

e it should provide a graph of the known network connectivity
at a specified resolution (e.g, ASes, routers, physical links)
and scope (e.g., the Internet, some AS, everything within a
radius of N hops);

e it should expose the actual route (path) a packet follows from
one point to another, again at a specified resolution (e.g., a
sequence of ASes, routers, or links);

e it should report topological facts about specific paths be-
tween a pair of points, according to a specified metric (e.g.,
AS hops, router hops, measured latency).

An end-system multicast (ESM) overlay [12, 11] organizes end- Keep in mind _that these p_rimitives represent an ideal i_nterface;
hosts into a mesh and then runs a minimum spanning tree algo-2 €@l underlay implementation may not be able to provide all of
rithm on the mesh to produce a multicast tree. ESM would benefit It: S0me information may be unavailable or incomplete. For exam-
from an underlay operation that allowed it to find the overlay nodes P!€: the administrator of a particular domain may be unwilling to
that are thenearest neighborto a given node prior to building the provide a feed from their BGP router to our underlay_, z_;md_so t_he un-
mesh. Alternatively, the underlay could provide a ready-built rout- d€rlay cannot have knowledge of AS-level paths originating in that
ing mesh based on knowledge of the underlying network topology, omain. S_lmllar_ly, a carrier m!ght not be W!Illng to reveal the fact
with ESM then pruning this mesh if necessary before running the that seemingly independent I|_nk_s are ce_lrned in the same bundle.
MST algorithm. Nodes in peer-to-peer systems like file sharing We could' attempt to collect this information for ourselves, for_ ex-
networks are also interested in finding their nearest neighbors in2MPle using network tomography [30, 19, 29], but such techniques
order to peer with them. Conversely, a fault-tolerant P2P file sys- 2 _dt_35|gned to drive simulation m_odels rather than enab_le routing
tem may want to find a far-away neighbor for data replication, in decisions, and may be too expensive. We have to deal with the re-
order to ensure that local disasters do not affect all copies. al_lty that gathering more accurate topological information comes

The three candidate underlay services that we have suggested—With @ cost.
finding the nearest neighbors to a node, finding disjoint paths be-2_3 Layered Routing
tween two nodes, and building a routing mesh—are by no means ) .
the only ones that could be shared among a wide number of over- COMbining these top-down and bottom-up perspectives, we pro-

lays. However, we believe that they represent an interesting initial P0S€ @ layered approach to constructing the routing underlay. The
set from which to explore the space. primary feature of this approach is cost-consciousness: our under-

lay uses infrequent probes of the entire network at lower layers, and

. higher layers reduce the scope of the probes while increasing their

2.2 TOpOl ogy Dlscovery frequency. Our hope is that a service overlay making application-
Looking at the problem from the bottom-up, we ask ourselves specific routing decisions using our underlay will consider only a
what can be known about the underlying network topology. This small, fixed-sized subset of the total set of overlay nodes. Typi-
question is immediately complicated by the fact that the underlying cally, this means that lower layers use static information about the
network topology is often nested, with a link at one level actually network (i.e., that needs to be probed infrequently) while upper

implemented by a multi-link path at another level. It is likely that |ayers probe dynamically changing network conditions.

different overlays will need to see the topology at differesgo- Figure 1 depicts the structure of our routing underlay, which we
lutions For example, one overlay might be satisfied to know that symmarize as follows:

two nodes are connected to different autonomous systems (AS),

while another overlay might need to know that two physical links
between a pair of nodes do not go through the same harbor tunnel.
Although we would like to claim that we can justify a set of
primitives for discovering network topology from first principles,
the truth is that we can only propose an initial candidate set based
on our experiences to-date. This set is also influenced by what we
understand how to implement using the raw topology information
already available in the underlying Internet. With these caveats in
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e The bottom-most layer, which we label ttegology probing
kernel| provides the underlay primitives described in Sec-
tion 2.2 using the raw topology information that is already
available in, or can be directly extracted from, the underly-
ing Internet. This layer hides the fact that probes are sent
to remote sites, and it caches the results of previous probes.
Note that while there is a cost to retrieve raw topology in-
formation from aremotesite, we assume that accessing this



information from within the local site is free since the in- 60000
formation is already being collected as part of the Internet’s

normal operation. 50000 |

e The second level providedibrary of routing servicesThese
services answer higher-order questions about the overlay it-
self, such as those discussed in Section 2.1, using the primi-
tives exported by the topology probing layer. Our prototype
library uses heuristics that are inexpensive in terms of probes,
robust in the face of incomplete information provided by the
primitives, and produce good results. In other words, the 10000 :
topology probing layer provides the small set of “facts” that o ﬁistinft edge.snit” Bnth?éa't)'e I
the underlay has learned about the Internet's topology, while 0 : 9es each yenlage polntl ComiToutes -

the routing services library represents the higher-level “con- 0 ° o1 2 s % %

clusions” one might derive based up on those facts. Of course Cumulative number of vantage points

a wide range of library services are possible to support the

special needs of different overlay networks.
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Figure 2: Number of distinct edgesin PG as a function of van-
tage points, using RouteViews data set.

e The overlay services themselves represent the top-most layer.
They are primarily distinguished from library services in that
they are typically used directly by application programs rather
than by other services.

retrieved from the site’s ISP since the local table islikely to be un-
interesting. Both are possible by configuring the router to treat the
overlay node as a read-only peer. The relevance of the site being
. multi-homed (as opposed to single-homed) is that the routing table
Note that we have used the terms “kernel” and “library” to denote on amulti-hoEned Fr)(r))uter contai r?s roughly)120k prefixes, spgnni ng
the fact that we assume a single topology probing layer running the roughly 15k autonomous systems in the Internet. This table,

on each node (thus sharing state across a set of overlays), while Weherefore can be treated as a source-rooted tree of autonomous s
expect different library services to be linked into each overlay (thus tem (AS)’ paths to every other ASin the Internet.

not sharing state between overlays). There may be value in sharing
topology library state among overlays, but we do not pursue this 3.1  Peering Graph
question any further in this paper. The first primitive returns the peering graph(PG) for the Inter-
The interesting question is whether we can actually enforce the
use of the routing underlay, or if overlay applications will bypass
the topology discovery primitives and directly probe the Internet PG = GetGraph()
themselves. On an infrastructure-based overlay like PlanetLab, we_ ) o
can enforce use of the underlay by implementing the probing layer 1 his graph represents the coarse-grain (AS-level) connectivity of
in the OS kernel, and in doing so, pace the rate and limit the rangethe Intermet, where each vertex in PG corresponds to an AS, and
of various probes. For pure end-system overlays, universal kernel€2ch edge represents a peering relationship between ASes The
enforcement is not likely, so we must fall back to two incentive- Ntérnet does not currently publish the complete PG, but it is easy to
based arguments. First, the services offered by the routing under-Construct an approximation of the PG by aggregating BGP routing
lay are so convenient that application writers will choose to use t@bles from multiple vantage points in the network, asis currently
them, implying that the primary reason they currently pisey and done by sites like RouteViews [6] and FixedOrbit [1]. That is, an
traceroute is that these are the only tools available. Second, to €dge exists between any two vertices X and Y" in PG if some BGP
the extent excessive probing traffic becomes a widely-recognizedouting table contains a path in which ASes X and Y are adjacent.
problem, the same social pressures that encourage the use of TCP- Given access to a modest number of BGP routing tebles, this
friendly congestion control will encourage the use of a sane routing @PProximation contains nearly all the vertices (ASes) but is likely
underlay. In fact, this “encouragement” is likely to take the form {0 beincomplete in the number of edges (peering relationships) it
of ISPs and network administrators blockipipg andtraceroute contains. For example, RouteViews aggregates BGP tables from
traffic in an effort to limit excess probing. We can only hope to 64 Sites. One snapshot of BGP tables obtained from RouteViews
introduce an acceptable probing layer into the architecture beforecontains roughly 120k routes, from which we are able to produce
this happens. aPG W|tr_1 14,381 vertices and 5_9,988 edges (29,944 bl-dlre_ctlonal
edges). Since a BGP table contains downstream AS paths—i.e. AS
paths from the local router to arbitrary destinations—our strategy
3. TOPOLOGY PROBING KERNEL to construct PG is to add bi-directional edges between X and Y
The topology probing layer supports a set of primitive opera- whenever we detect a path in either direction.
tions that report connectivity information about the Internet. We  Although we could implement the GetGraph primitive by hav-
envision these primitives being supported on every overlay node.ing all the overlay nodes send the BGP table they acquire to acen-
Much of the information exported by this layer is at the granularity tralized aggregation point (similar to RouteViews), and then down-
of autonomous systems (AS), and is relatively static. This section load the result, it is possible for each overlay node to construct its
identifies three such primitives, briefly sketches their implementa- own version of PG independently, simply by exchanging its PG
tion, and discusses their costs. with a small set of neighbors. As suggested by Figure 2—coupled
For the sake of this discussion, we assume each overlay node hawith our knowledge of the full RouteViews data set and the total
access to the BGP routing table at a nearby BGP router. For multi- number of ASes in the Internet—aggregating BGP routing infor-
homed sites, a BGP speaker within the site could provide this rout- mation from 30-35 vantage points resultsin afairly complete peer-
ing table. For single-homed sites, we assume the routing table ising graph. This argues that the PG can be constructed using afixed
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number of probes, independent of the number of overlay nodes in
the network. In addition, since the PG is only an approximation
and peering relationships change infrequently, this exchange can
be done with very low frequency, on the order of once a week.

3.2 Path Probe

A path between a pair of nodes in the PG represents a possible
route that packets might traverse from one AS to another, but only
one such path is actually selected by BGP routers. The second
primitive

Path = GetPath(src, dst)

returns the verified AS pathraversed by packets sent from |P ad-
dress src to IP address dst. Note that this primitive maps a pair
of network prefixes to the sequence of AS numbers that connect
them, much like a BGP routing table maps a network prefix to an
ASpath. Also, aswill be seen shortly, wemust limit the src and dst
to addresses of overlay nodes because we need a point-of-presence
within an ASin order to resolve this query.

Determining the actual AS path takes advantage of the BGP table
we assume is exported by the underlying Internet. A node consults
thelocal BGP table to answer queriesfor the case where src resides
inthelocal AS. In case the local ASis so large that it has severa
BGP routers that use different BGP tables, src needs to be resolved
into clusters sharing the same BGP table. For a src that does not
reside in the local AS, the node forwards the query to an overlay
node in the corresponding ASthat contains src. Thishasthe cost of
asingle probe. The local node also caches the reply for subsequent
requests.

In both cases, we need to trandate |P addresses to AS num-
bers. This can be done by selecting the route in the BGP table
that matches a given | P address, and then inferring that the last AS
number on the path in that route is the AS that contains the node
with the given address.

3.3 Distance Probe

The final primitive reports the distance from the local node to
some remote node target:

Distance = GetDistance(target, metric)

This query can report the latency using one of three metrics. First,
based on the locally available BGP table it can respond with the
number of AS hops from thelocal node to the remote node. Count-
ing AS hops is weakly correlated with actual latency [20], but it
may also be appropriate for applications that want to minimize
peering points traversed. Plus, it can be implemented at no cost.
Second, the local node can run traceroute to the target node (or
consult a Rocketfuel-generated network map) and report the num-
ber of router hops. Thevaluein doing thisisthat router hop count is
more strongly correlated with latency than is AS hop count. Third,
the local node can ping the target node, and return the correspond-
ing round-trip time. The last two operations have the cost of one
probe, athough the result can be cached and used to respond to
subsequent queries. Thus, this primitive is useful for discriminat-
ing among a set of nodes, but it may not be suitable for measuring
the instantaneous round-trip time.

3.4 Remarks

Note that the GetDistance primitive is parameterized to reflect
the resolution (accuracy) of the desired response: AS-hop-count,
router-hop-count, or RTT. Similar generalizations are also possi-
ble for the GetGraph and GetPath primitives. For example, Get-
Graph could be parameterized by both resolution(possible values
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are AS-level, router-level, and physical-level) and scope(possi-
blevalues areroot, AS, and network). Our prototype implementa-
tion supports only the AS-level resolution and root scope, athough
an implementation that exploited ISP mapping tools like Rocket-
fuel might be able to do better [29].

Similarly, GetPath could be parameterized by resolution with
the same possible values as for GetGraph. In this case, the kernel
might take advantage of traceroute to implement the router-level
resolution. There is currently no good way to implement GetPath
with resolution at the physical-level.

Therest of this paper assumes AS-level resolution, with the goal
of understanding how much can be accomplished by exploiting the
BGP information already collected by the Internet.

4. LIBRARY OF ROUTING SERVICES

This section suggests three library services that can be built on
top of the topology probing layer. These services should be inter-
preted as representative examples, not acomplete set. In particular,
we elect to focus on services that can be provided at relatively low
cost, where the interesting question to ask is how much information
they provide at little cost. We believe that these services provide a
useful foundation for avariety of overlay networks, as described in
Section 2.1.

4.1 Finding Digoint Paths

Our first routing service finds AS paths between two nodes that
do not share a peering point with the default I nternet route between
the nodes. More specifically,

PathSet = DisjointPaths(u, v, N, k)

for a given pair of overlay nodes v and v and a set of candidate
intermediate nodes N, the service returns k paths between v and
v that (1) are edge-digoint with respect to the default AS path be-
tween nodes v and v, and (2) pass through one of the intermediate
nodesin N. Werefer to these k paths simply asdisjointpaths. Dis-
joint paths can provide both resilience and performance to higher-
level overlay services, sinceit isunlikely that a digoint path would
share a bottleneck or a single point of failure with the default AS
path. Additionaly, paths involving a smaller number of AS hops
should be more resilient to BGP failure or route changes so our
service favors these paths over longer ones.

Note that, consistent with the results reported in [9], our expe-
rience is that single hop indirection gives us a good opportunity to
find digoint paths without complicating both disoint path search
and actual routing. That is, using multiple intermediate nodes a-
most always resulted in longer paths.

4.1.1 Implementation

Our service implementation involves three phases: inferring AS
hop counts for indirect paths, trimming indirect paths that are not
digoint based on local information, and querying remote nodes to
verify theinferences. Our goal isto minimize the number of queries
to asmall subset of candidate nodes based on the results of earlier
phases.

First, we use the graph returned by GetGraph to guess the short-
est digoint paths (u, w, v), i.e., the paths from « to v through some
node w such that w € N. We assume that the route chosen by BGP
always has the shortest number of AShops. Thisis not alwaystrue
due to the administrative policy of each BGP router [25], but we
will correct for this later. However, we do make up a little for it
at PG level, by excluding illegal paths using peering relationship
inference [15], which basically says a customerAS does not carry
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Figure 3: Distribution of shortest digoint paths

traffic for its provider AS. For each node w € N, we concatenate
the AS sequences from the shortest AS path (u, w) and the short-
est AS path (w, v) into the path (u, w, v). We sort the list of these
composite paths by the AS count.

Second, wediscard any intermediate nodes w for which we know
that the path (u, w) is not edge-disjoint from the default AS path
(u, v). We use the GetPath primitive to ensure that the sequence
of ASeson the AS path (u, v) does not share two consecutive ASes
(and hence a peering point) with the AS path (u, w); otherwise we
drop the path from consideration.

Finally, we verify our inference about the path (w, v) by invok-
ing GetPath(w, v). Since node w has access to its local BGP
information, it can return the actual AS path (w, v) in response to
this query. At this point we know all of the AS hops along the
path (u, w, v), and can verify our inference about the AS sequence
along the path, as well as discard all w such that (w, v) and (u, v)
share a peering point.

Note that the algorithm just described selects & paths from the
candidate set based on AS hop count. One could further discrim-
inate among (or order) the candidates based on actua round-trip
latency, that is, using the GetDistance with the RTT metric. This
could be done at a cost of & probes.

4.1.2 Evaluation

We first try to get a feel for how many digoint paths exist be-
tween two A Ses using RouteViews [6], which approximates afully
implemented GetGraph primitive. One observation is that there
is no digoint path available if either of two end ASes are single-
homed i.e peer with only a single ingress/egress AS. Therefore, in
our analysis we consider only multi-homed A Ses.

The RouteViews router listens to BGP updates from 64 vantage
points and stores them in its own BGP table. This means that the
RouteViews BGP table should contain 64 entries for each network
prefix. We use the NextHop field of each entry to match up entries
with actual vantage points, and thus extract the local BGP table at
that vantage point. Thisenables usto construct aclique of AS paths
between 42 vantage points (the remaining 22 had incomplete BGP
tables). For each pair of vantage points v and v, we then construct
indirect paths (u, w,v) through every other vantage point w and
check whether these paths are edge-digoint with the direct path
(u,v).

Among 1722 (=42 x 41) possible direct paths, we discard 374
paths due to inconsistencies, and another 113 because one of the
endpointsisin asingle-homed AS. Among the remaining 1235 di-
rect paths, we find that 1157 (93.7%) have at least one digoint path
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Figure 4: Cumulative distribution of digoint paths found as a
function of the number of probes.

through an intermediate node.

Next, we eval uate how often our heuristic can find adisjoint path
with the same number of AS hops as the direct path. Most of the
direct paths have several such shortest digoint paths, as shown by
Figure 3. For instance, 17.4% have one shortest digjoint path, 6.0%
have two, and so on. Figure 4 shows the cumulative distribution of
direct paths for which our heuristic finds at least oneof its shortest
digoint paths within a given number of queries. The plot com-
pares our heuristics and arandom scheme where we randomly pick
anode and examine if that gives us a shortest digoint path. AsFig-
ure 4 shows, we find a shortest digjoint path for 90% of the direct
paths for which one exists within 5 probes.

4.2 Finding Nearest Neighbors

Our second library service finds the nearest overlay nodes in
terms of distance:

Nodes = NearestNodes(V, k)

Relative to the local overlay node and a given set of candidate
neighbor nodes IV, thislibrary returns k nodesin N that are closest
to the local node, while minimizing the number of probes.

4.2.1 Implementation

The implementation of thisserviceisrelatively smple. Asinthe
digoint path service, we use information from the peering graph to
narrow down the set of potential candidates before actively prob-
ing the network. First, we use GetPath to sort the list of candidate
nodes by increasing number of hops from the source; this has no
cost. It has been observed that latency and AS hop count are cor-
related [20], although with high variance, so we expect that nodes
near the top of the list should enjoy better latency from the source.
Next, we refine the result by invoking GetDistance on the top j
nodesinthelist, where j > k, and we choose the £ with the lowest
latency. The key is choosing the right value of ; to send out as few
probes as possible but still get a good result for &.

4.2.2 Evaluation

We evaluate the heuristic using 81 nodes (34 PlanetLab [22]
nodes and 47 randomly selected public traceroute servers [17]).
We also suggest a method for choosing the value j, the number
of nodes to probe to find the best k.

First, we compare our heuristic against random guessing when
trying to find the neighbor with the smallest latency. Figure 5(a)
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shows the number of candidates j that were probed before find-
ing the one that had the absolute lowest latency (i.e., k = 1), for
both our heuristic and a random solution. Not surprisingly, we see
that our method performs significantly better than random guess-
ing. For example, about 50% of the nodes were able to find their
optimal neighbor within 10 probes using our method, while ran-
dom glf ng requires 40 probes on average to achieve the same
result.

Second, we evaluate the quality of the result returned by the
heuristic after probing j candidates and returning the top k. Fig-
ure 5(b) presents the results for £ = 1,2, 5 and 10. We note that
even when our heuristic does not return the k& best nodes, usually
it can find k£ neighbors that have close to optimal latency with a
small number of probes. For instance, to find k& neighbors within
10 msec of the optimal latency required 7 probes on average for
k =1, 11 probes for k = 2, 18 probes for £ = 5, and 27 probes
for k = 10. Based on these observations, it appears possible to im-
plement a table within our service that could trand ate the number
of desired neighbors & and the error tolerance e to the number of
probes j that the service needs to perform. More investigation is
required to confirm this intuition.

4.3 Building a Representative Mesh

Our third example routing service constructs amesh that is phys-
ically representative of the underlying Internet, but with far fewer
edges than the fully connected Internet allows. Specifically,

Mesh = BuildMesh(V)

Given a set of overlay nodes N, the BuildMesh call returns the
local node’s neighbor set in a mesh. Our mesh-building strategy is
toidentify and remove topologically redundant edges (virtual links)
between overlay nodes, or said another way, retain only those edges
that we can determine to be independent in the underlying physical
network. Each overlay node performs this analysis independently
using the GetPath primitive. The entire mesh could be formed
by aggregating the neighbor sets; however, many routing overlays,
such as RON and ESM, maintain only immediate neighbor sets at
each node.

1The CDF curves reach 100% at less than 80 nodes because we had to exclude some
paths due to invalid traceroute results.
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(a) Topology A

(b) Topology B

Figure 6: Black dots u, v, and w denote overlay nodes and the
white dots denote routers. Virtual link (u,v) isredundant and
can be removed from the mesh, since edges (u, w) and (w, v)
connect u tov.

Our approach is limited to edges that can be removed without
building a global picture of the network. An aternative strategy
would be for a central authority to collect global network informa-
tion, build the entire mesh, and distribute it throughout the overlay.
We opt for alocalized approach for reasons of scalability and cost,
though the resulting mesh may not be as sparse as that produced by
a centralized algorithm. One could imagine building a more sparse
mesh on top of the one we build, for example by lowering the de-
gree of each node by discriminating among the edges according to
latency or throughput. Doing so would require a distributed algo-
rithm to ensure that the resulting mesh does not become partitioned.

4.3.1 Implementation

Our agorithm prunes an edge from the local node  to remote
node v if the AS path from w to v includes AS W, such that thereis
anodew € N that islocated within ASW. This scenario isillus-
trated in Figure 6(a). We call the pruned edge (u, v) a virtualized
edge. The simplest version of our algorithm prunes an edge (u, v),
only when we find an intermediate node w such that both (u, w)
and (w, v) arenot virtualized before pruning Note that these edges
may become virtualized later by pruning other edges during the
course of the algorithm. In order to examine this condition, the lo-
cal node v must keep track of which edges are virtualized to verify
the first half of the spliced connection (u,w) and aso to answer
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Figure 7: Reduction in thetotal number of edgesin the peering
graph after pruning

the queries for this local information from others. For example, «
needs to ask the intermediate node w about the virtualization of the
second half (w,v), which is local to the node w. Therefore, this
library must implement a protocol to query candidate intermediate
nodes about their current virtualization.

In addition, we can elect to prune edge (u, v) should an interme-
diate node w reside in an AS that is directly connected to the path
from w to v, asillustrated in Figure 6(b). When the links into and
out of the AS that contains w are poor, our algorithm may prune
a better direct edge from « to v. In order to avoid this situation,
we optionally probe the network to find out more precise informa-
tion. For example, we examine latency from  to w and from u to
v, and do not prune the edge if the difference is greater than some
threshold.

Although each node w runs this algorithm locally, it does not
build adisconnected mesh sinceit prunesthe edge (u, v) only when
it finds a physically similar alternate path to reach v. In order to
select an intermediate node w for avirtual edge (u, v), local node
u first getsthe AS path from w to v, and then consults PG to collect
all the ASes along the path or one AS hop away from the path. It
only needs to check nodes w that live in one of these ASes, hence
does not need to know the entire topology of the network.

4.3.2 Evaluation

We evaluate this strategy by measuring the percentage of the
edges it prunes from the fully connected graph among the N over-
lay nodes. Our evaluation involves the following steps.

First, we combine BGP tablesfrom RouteViews [6] and the BGP
feeds at six PlanetLab locations to construct a peering graph with
15,396 ASes and 69,496 peering edges. We assume that BGP paths
are the shortest (symmetric) pathsin this peering graph for the sake
of simplicity, while we acknowledge that this does not precisely
reflect reality due to BGP's administrative policies [25]. Second,
we take a sample of 1,000 potential overlays nodes, each of which
residesin adistinct AS. Although the degree distributions of these
sample nodes is roughly the same as the entire set, it is unclear
if this condition alone ensures that these 1,000 nodes are topol og-
ically representative of the entire Internet. Third, we generate a
sequence of these sample nodes and then in each round of the algo-
rithm, we add one additional node from the sequence to the overlay
network, thus incrementing the number of overlay nodes N. This
allows us to evaluate mesh sparseness as afunction of overlay size.

We evaluate two mesh-building algorithms. Algorithm 1 only
virtualizes edges (u, v) for which there exists an intermediate over-
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lay node w as shown in Figure 6(a). Algorithm 2 virtualizes these
edges as well, and tries to further reduce the mesh sparsity by vir-
tualizing edges (u, v) that resemble Figure 6(b).

Figure 7 shows the reduction in the total number of edges from
the fully connected graph for the two agorithms, using a random
sequence of sample nodes. Asthe plot shows, Algorithm 1 reduces
the number of edges by 70% for an overlay with alarge number of
nodes (i.e., our mesh has only 30% of the edges in the fully con-
nected graph). Thevirtualized paths from Algorithm 1 contain only
2 node-hops on average, and the number of AS-hops is aways the
same as the original path. As we expected, Algorithm 2 is even
more aggressive and achieves over 90% reduction. This additional
savings comes at a cost, as Algorithm 2 leads to longer virtualized
paths, both in terms of nodes and ASes. On average, the virtual-
ized paths produced by Algorithm 2 (with N = 1,000) contain
20 node-hops, and ten times as many AS-hops as the original BGP
path, and the maximum number of node-hops and AS-hopsaong a
virtualized path is anomalously high. We should note that the plots
vary depending on the sequence of nodes we use, although we al-
ways use the same set of 1,000 sample nodes. For instance, when
we sort the nodes by ascending degree, the curves rise up sharply
and saturate with asmall number of nodes. When we sort the nodes
by descending degree, the curves do not climb until alarge number
of nodes are added.

We believe this preliminary result shows that a physically rep-
resentative mesh can assist overlays like RON to scale by reduc-
ing topologically redundant probing. We are currently investigat-
ing other mesh-building strategies, as well as additional metricsfor
evaluating them.

5. DISCUSSION

Based on our experience to-date, we make three observations
about how Internet routing (and BGPin particular) might be changed
to better support overlays. First, as described in Section 3, BGP
speakers need to export their routing tables to overlay networks.
Without this coarse-grain connectivity information, bootstrapping
the routing underlay is problematic. Second, while ASes that cor-
respond to end-sites are easy to model, transit ASes are much too
diverse to be accurately modeled as a single vertex/hop, forcing
us to use latency probes rather than depend on AS hop counts.
The underlay would benefit from more explicit information about
how peers cluster at POPs. ldedlly, coarse-grain topology infor-
mation about the internal structure of long-haul 1SPs would aso
be exposed. Third, our approach argues against pushing any dy-
namic capability into BGP [7, 8, 3, 4, 5]. Our position isthat BGP
should continue to provide only connectivity information, with dy-
namic functionality moved to higher layers of the routing under-
lay, thereby allowing us to define value-added routing services in
a cleaner way, and avoid introducing route instability problems.
On the other hand, we actually prototyped our topology probes in
Zebra [2], an open-source implementation of BGP, meaning that
primitives like GetPath can rightfully be viewed as extensions to
BGP.

Our strategy for building arouting underlay is based on the sim-
ple observation that the accuracy of arouting mechanism comes at
some cost, and hence, we would be well-served by doing a more
careful cost/benefit analysis. On the cost side of the equation, one
could evaluate an overlay routing mechanism in terms of the num-
ber of probes it performs, perhaps reported as the product of the
scopeof its probes (e.g., all N nodesin the overlay or just k£ neigh-
bors) and the frequencyof those probes (e.g., a configuration time,
on a per-connection basis, or continuously). The benefit side of
the equation is much more difficult to quantify since, ultimately,



we would like to compare the route selected for each packet to the
route that a global oracle would have selected in order to optimize
some metric. When evaluating routing mechanisms, however, we
typically assume that one mechanism represents the desired behav-
ior, and are simply trying to find a way to lower the cost without
losing too much fidelity. Note that while we focus on the probing
costs of routing, there are other potential costs, such as the over-
utilization of popular links due to overlays being selfish [23].

Several primitives to support routing in overlay networks have
recently been proposed. For example, Jannotti [16] defines two
router primitives—path reflectiorand path painting—that are used
to replicate multicast packets and to create an overlay topology that
resembles the underlying network. Jannotti’s approach focuses on
how routersincrementally (and locally) improve how they map vir-
tual links onto the underlying network topology. In contrast, our
approach isto provide amore global picture of the underlying con-
nectivity. Another example, the Internet Indirection Infrastructure
(i3) [31], proposes indirection as a more flexible communication
abstraction than traditional P forwarding. One could view i3 as a
generalized form of source routing overlaid on top of the Internet.
Just as source routing often needs to identify way-points that result
in the most appropriate path to the destination, i3 also benefits from
atopology discovery service. In other words, i3 is designed mainly
for the forwarding aspect of overlay routing, while our underlay ar-
chitecture is designed to enable cost-effective topology discovery.
We believe that i3 and our underlay could complement each other
as an infrastructure for building routing overlays.

6. CONCLUSIONS

The main thesis of this paper is that alowing overlay networks
to independently probe the Internet—with the goal of making in-
formed application-specific routing decisions—is not atenable strat-
egy inthe long run. Instead, we propose a shared routing underlay
that overlay networks query. Although we acknowledge that the
exact form this underlay takes is not yet well-understood, we posit
that it must adhere to two high-level principles. First, it must take
cost (in terms of number of network probes) into account. Sec-
ond, the underlay will most likely be multiple-layered, with lower
layers exposing coarse-grain static information at large-scale, and
upper layers performing more frequent probes over an increasingly
narrow set of nodes.

The paper proposes a set of primitive operations, along with an
example library of routing services that can be built on top of the
primitives. A preliminary evaluation suggests that alibrary of low-
cost servicesisfeasible, and we are currently deploying the services
on PlanetLab. Given ISP and hosting site pressure on PlanetLab to
limit the number of traceroutes and pings each node performs, it
islikely that we will need to restrict overlay services to using such
ashared facility in the near future.
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