Small Business Innovation Research Grant Application

Neat Tools

A. The NeatTools product will create the option wherein any signal input into a computer from any device (e.g., mouse, keyboard, musical instrument, etc.) may become any kind of an output.  Neat is thouoroughly innovative and its applications, not to mention commercial possibilities, are staggering.  The best way to get a sense for Neat’s utility is with a diagram…..
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#33.  For example here #33a I would bring in an a audio stream 33a.1, perform a Forier transform 33a.2 on it with 33a.3 High Middle and Low frequencies such that high controls some VRMLbehavior; or at midrange they control the actual objects: if it is a pulsing midrange for example, then the objects might change their shape; the lower range could move the whole space.  What is interesting is that you could play sounds and that sound would automatically create a certain kind of environment.  For example hooking up a musician to  this could result in the creation of specifc spaces and contents based upon how the parameters were set up (i.e. which note and note combinations in which frequencies would  precipitate which spaces and which objects etc.)  Another option is with a video stream 33b. 33b.1 would be a video input.  Taking the RGB values 33b.2 you could select the red look at the contrast 33b.3  at some level you set it if it hits threshold 33b.4 then several things can occur: it could create a feeling 33b.5 from some shaker; you can hear it 33b.6 view it 33b.7 or it causes some event to occur 33b.8. So really we can take any input and cause any output; it is a layer of abstraction. Another application is a dermascope #33c.  We have activated a dermascope at a remote cite 33c.1; we go out and get the patient’s record 33c.2 so we have the record along with the dermascope; we adjust the cameras to what we need 33c.3 and then we can show it locally 33c.4 and remotely 33.5.  This is a telemedicne application.  Or we could activate a remote TNG on some patient 33d.1, bring up their patient record 33d.2, look at their performance dynamics 33d.3 and perscribe something 33.4: this can all be done at a distance.  And finally we can do things even as obscure as reading in a data file 33e.  33e.1 is a word file or something; index the terminology 33e.2; based on that index you perform some process 33e.3 and you could make that on a histogram based upon the number of types of words in a certain class which would change the process; and then 33e.4 you would either translate, learn, send.  Or you could send it through something so that different word clusters made different sounds 33e.5 such that you might even be able to hear hundreds of documents per minute moving very quickly because you have had it optimized with some sound which alerts you to sought after significance. 

It would be highly useful to many and diverse information system users.  Telemedicine is a process which would benefit enormously from the abilities of NeatTools as the diagram indicates.  

Research Plan

A. Aims/Goals with a view to both technological innovation and

commercial application.

Our project is to develop a Universal Software Interface Tool (i.e., USIT).  This is an 

intermediary program which orchestrates connectivities between any kind of input 

and any kind of output.  No such technology yet exists which enables this connectivity at the level we are here proposing; our desire, then, is to develop this concept fully.  The commercial value of such a product is extreme as will be demonstrated below.        

B. Significance.  Background of this application; perspective on existing knowledge; commercial opportunities sought after.  How is this important to the objectives of Phase II?

The background to the present application is the work which began with 15 year old quadreplegic Eyal Sherman here in Syracuse, Fall of 1995 by then new postdoc david warner.  With Eyal, Neat Dos was taken to the germ stage of NeatTools.  NeatTools began as a Java program so as to facilitate platform independent operation over the Web.  As was mentioned in A, there has been no such set of tools available to date and the value of NeatTools is particularly acute therefore.       
C. Experience.  PI’s relevant experience and competence.

PI, David Warner MD, became involved in the study of interface systems in the late 80’s as virtual reality systems developed by the military and used mainly for itself and the entertainment industry were becoming more available to the “other” user. Virtual Reality (VR) itself is an experiential interaction with a computationally sustained environment.  Beyond this, however, VR instigated a desire and usefulness for fundamentally rethinking how humans and computers interact. Not only do these technologies translate natural human actions of communication, such as speaking eye-movements and body gestures, into computer commands, but they also render information to the human in multiple sensory modalities (spatialized audio, 3D graphics and various somato-sensory forms). Enter NeatTools.

Having tapped into the emerging industry, Dr. Warner noticed the positive humanitarian potentials for this technology right in the context of his own medical school at Loma Linda University.  Taking VR systems and using them as ancilliary recreational therapies for pediatric oncology patients proved to be a great success in engaging the emotional and imaginational attentions of these children (media references???).  Were one to take it on to write an account of the benefit of this technology to young cancer patients, it would fall squarely in the domain of Psychoneuroimmunology—mental states and their impact on physiology.  The culmination of this work was in the application of the novel interface concepts to the severely paralized.

To connect someone with no use of her hands, arms and legs to a computer is no small feat.  Using a tool for translating electromyographic signals into midi musical sound output (voltage differential as imput; musical note(s) as output) seemed a perfect means for accomplishing this.  By attaching the sensors to the only anatomical parts over which she had control—her facial muscles—she could then cause a signal!  This signal could then become a computer input.  This input would need a way of being processed so as to create a connectivity between itself and another program which could actually perform some sought after function (e.g., playing a C scale).  This program to connect the signal and the program is the inception of Neat.  By creating a crude bit of code, Warner and his colleagues dispensed with the musical sounds and linked Crystal’s signal directly to a simple visual program (i.e., happy face moving on a screen) which she manipulated very well (jpeg???).  

So beginning (and continuing non-exclusively) with the challenge of disabled access, the goal of facilitating the conversion of any input into any output saw fruition.  NeatTools is the full scale creation from crude prototypes, basically of DOS origin, of this technology.  In the documentation which accompanies this proposal, Warner’s competence may be seen just in the forward thinking of his plans for how to most optimally and future compliantly design a Universal Software Interface Protocol.      

In order to render Ashley's detected facial muscular signals to a screen, BIOMUSE and TNG 1 would

require software to communicate with the primary computational system, the 386 PC at the time. I3 programmer, Jo Johansen, first wrote

Bio-Environmental Control (BEC) software to establish the connection between gesture EMG signals and specific outputs. BEC would control the

behavior of the graphical interface Ashley interacts with. Neat Software, also written by Johansen, substituted BEC and continues to evolve as the

                                         primary hardware to software communication for I3. In order to calibrate TNG 1 data with a

                                         graphical rendering (e.g., Pac Man), Neat software yields both an EEG like trace as well as binary

                                         gesture state vectors. The input from sensors can then be made meaningful to the computer. The

                                         incoming signals are transformed into a visual portrayal of user activity. Margins of user

                                         physiological signal output are set accordingly. Neat was originally designed directly from what

                                         Ashley could do with her face. 

                                         I3 enabled Ashley to operate a whole array of graphical software applications. A computer must have a set of instructions for processing entered signals into some kind of meaningful output; this is the software which instructs

the hardware. As the TNG devices yield facial (and other) data to the computer, it is contolled by software known as NEAT. This is 'gesture

recognition software' developed by I3 to facilitate the TNG devices. NEAT is the communication link between TNG and a computer, a middleman,

so to speak. As a signal comes into the system it must be formatted so that an eventually desirable output to the user can be created. What you see

below in the three images of Neat software is what the template (s) for connecting TNG output to computer processing looks like. These screens are

not the end result of user interaction; they orchestrate the interaction between the user's facial output and the specific application the user is

working with (e.g., Word, Netscape, Pacman, etc.). Not only do the various forms of NEAT software make voltage or resistance signals intelligible to

a computer, but the software has incredible powers for callibration. Every quadreplegic user has a different facial size and shape, and differing kinds

and ranges of motion. NEAT allows machine conformation to any user. The software has been developed for three platforms:

                                                        NEAT (DOS)

                                                   REALLY NEAT (Win 95)

                                                      NEATOOLS (Java)

NEATTOOLS fits the greater PULSAR agenda of making all such informatic solutions usable on the web. 

A tremendous breakthrough in Neat technology was the creation of a Win95 mouse driver. I3's longstanding goal has been to allow disabled users a

full range of utility in all computer environments. However, this has been technically ellusive. We are proud to say that NPAC/Pulsar programmer

Michael Cheng solved the problem. Now using TNG 1 or 2, a user has full range of cursor motion in any Windows environment. From word

processing to drawing programs to navigation of the Web, I3 has dramatically enhanced its tool lit for disabled users.   

The PI is especially suited to this research as his experiences in medical school with disabled children instigated a whole new way of thinking about the ways in which humans may interact with computers.  (The result was the creation of a very crude prototype for NeatTools).    This is perhaps one of the more significant conceptual fruits of the work.  Out of the need to give access to a user whose physical limitations are so extreme and simply ‘use preventative,’ new methods emerged to solve/address the problem.  At root, then, NEAT is about facilitating newer, richer and extraordinarily more powerful interfaces between humans and computers.  By transforming any possible input into any possible output the field of interface possibilities and applicabilities is made massive.  

The PI was one of the first pioneers in that arena where high tech information systems were brought into the realm of clinical and rehabilitative medicine for use on real persons with real needs and who, very importantly are not financially equipped to afford those high priced and subsuffficient systems which are/were available.   [http://www.pulsar.org/springwebb/history/hist.html].     

Fame and internationally recognized
    Both in EDUCATION and MEDICINE (i.e., clinical neurology, pediatric rehabilitation) opportunities for techno-social evolution became ever more salient
D. Experimental Design and Methods. 

NeatTools is an general-purpose application programming interface (API) for

human-computer interface projects and other applications, such as

electronic circuit simulation. This visual programming environment includes

multimedia capabilities and will include communications functions including

Internet telephony. This object-oriented program is written in C++ in a

general way, so that it will be able to be used on multiple platforms

including Windows 95, Windows NT, Macintosh, Unix, and Linux. For this

reason, NeatTools, in its present stage of development, lacks file handling

functions (File Save As ... etc.), as these have to be written from scratch

with suitable dialog boxes to maintain platform independence. In the

present form, the configuration in place when the user exits the program is

saved as the oopw.dat file; this configuration will reappear when the

program is opened the next time. Note that this data file is in plain ASCII

and thus contains a full legible record of the configuration.

In its initial prototype beta version, NeatTools works in conjunction with

the serial, parallel ,and game ports on a PC. In particular it works with

the serial port using the TNG-1 and TNG-2 interface modules {***include

hyperlinks for these***}. 
Current difficulties with NeatTools lie in programmer’s understanding machine specific problems inherent to the three primary operating systems (i.e., Unix, Mac, Windows).  As it becomes faster and more easily usable, though,  Java will solve this not so intractable problem because of its platform independent operation.    
_930590477.ppt
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#33.  For example here #33a I would bring in an a audio stream 33a.1, perform a Forier transform 33a.2 on it with 33a.3 High Middle and Low frequencies such that high controls some VRMLbehavior; or at midrange they control the actual objects: if it is a pulsing midrange for example, then the objects might change their shape; the lower range could move the whole space.  What is interesting is that you could play sounds and that sound would automatically create a certain kind of environment.  For example hooking up a musician to  this could result in the creation of specifc spaces and contents based upon how the parameters were set up (i.e. which note and note combinations in which frequencies would  precipitate which spaces and which objects etc.)  Another option is with a video stream 33b. 33b.1 would be a video input.  Taking the RGB values 33b.2 you could select the red look at the contrast 33b.3  at some level you set it if it hits threshold 33b.4 then several things can occur: it could create a feeling 33b.5 from some shaker; you can hear it 33b.6 view it 33b.7 or it causes some event to occur 33b.8. So really we can take any input and cause any output; it is a layer of abstraction. Another application is a dermascope #33c.  We have activated a dermascope at a remote cite 33c.1; we go out and get the patient’s record 33c.2 so we have the record along with the dermascope; we adjust the cameras to what we need 33c.3 and then we can show it locally 33c.4 and remotely 33.5.  This is a telemedicne application.  Or we could activate a remote TNG on some patient 33d.1, bring up their patient record 33d.2, look at their performance dynamics 33d.3 and perscribe something 33.4: this can all be done at a distance.  And finally we can do things even as obscure as reading in a data file 33e.  33e.1 is a word file or something; index the terminology 33e.2; based on that index you perform some process 33e.3 and you could make that on a histogram based upon the number of types of words in a certain class which would change the process; and then 33e.4 you would either translate, learn, send.  Or you could send it through something so that different word clusters made different sounds 33e.5 such that you might even be able to hear hundreds of documents per minute moving very quickly because you have had it optimized with some sound which alerts you to sought after significance. 










