The Neurorehabilitation Workstation is described. The need to maintain a clinical perspective motivates the comprehensive nature of the system, which integrates multiple data acquisition devices, interface technologies, advanced analytical techniques, and multi-sensory rendering capabilities. Emphasis is placed on machine-resident intelligence embedded at several levels. 

Introduction 

The field of Rehabilitation applies techniques and resources from many disciplines and is constantly seeking to improve the measurement of human performance and the assessment of therapeutic efficacy. We have had considerable success recently in our attempts to transfer new technologies into the clinical setting for such purposes. Devices such as gloves to measure hand motion dynamics, surface EOG and EMG sensors for eye movement and muscle contraction, and lightweight pressure sensor arrays for gait analysis show great promise in therapy. At the same time, our efforts to make these transfers permanent have been impeded by the lack of standard platforms, interfaces, inaccessible file formats, as well as the medical community's lack of time, technical expertise, and adequate budgets. Until now no cost-effective solution appeared possible. Recent developments in human-computer interface hardware and software, data analysis, and expert systems suggest this is no longer the case. We are currently exploring a solution, the Neurorehabilitation Workstation (NRW), which integrates these technologies and methods into a comprehensive system designed specifically for the clinic. In addition, we hope it may be generic enough to act as a standard for other similar applications. The success of the NRW depends on four things; modular design (for distributed processing and adaptability), integration of several data input devices into a single platform within a common interface protocol, implementation of machine-resident intelligence (neural nets, fuzzy logic) on several levels, and creation of a development environment driven by clinical needs. We detail aspects of these features below. 

Data Input 

A necessary feature of the NRW is the integration of a variety of data input devices into a single system to include EEG, EMG, EOG, ECG, dynamic bend sensors, pressure sensors, audio and video digitizers, etc. The resulting capacity for data fusion allows for meaningful correlations to be made across various performance modalities. The devices and their hardware boards connect to an external module, and a high speed bus will route the data both to a central multi-tasking server and to the rendering subsystem for immediate feedback. The server should be intelligent enough to automatically implement a custom configuration of input device parameters, interface functionality, and relevant records based on the device(s) connected and the identity of the operator(s) and patient(s) currently at the system. 

Data Management 

The maintenance of medical record integrity is a significant issue. Such integrity is achieved through security protocols, standardized data formats, error handling, and semi-automated database archiving. The data management subsystem tasks also include linking the device data with the patient record and specifying sensor-specific data formats and structures. 

Interactive Modalities/Methodologies 

The user interface will be based on new theories of human-computer interaction methodologies , computer-supported cooperative work, knowledge engineering, expert systems, and adaptive task analysis The system will monitor a user's actions, learn from them, and adapt by varying aspects of the system's configuration to optimize performance. Adaptable on-line knowledge-based help using text, graphics, and animated tutorials provide interactive learning and navigation. 

Data Analysis 

Effective therapeutic intervention relies on a comparative evaluation of a patient's progressing or digressing state. The nature of the change in this state may often be quite subtle, even imperceptible using traditional techniques. Given that the data acquisition subsystem can detect these changes, the data analysis subsystem is designed to enhance them in ways that may then be rendered to optimize the operator's sensory modalities. Linear and nonlinear multivariate analysis tools will be capable of processing multiple data sets in a variety of ways, including graphical analysis (phase portraits, compressed arrays, recurrence maps, etc.) and sound editing (mixing, filtering). Automated detection of trends and correlations using fuzzy logic may be performed in the background or in a post-processing mode. The user may then be alerted by the system if it detects areas worthy of further investigation. Such a feature should expedite the creation of a taxonomy of lesion-specific impairments. 

User Classification 

We have defined five types of users. These types help define discrete levels of user functionality. Therapists, the primary users of the system, are responsible for data acquisition, data management, basic analysis, and patient-oriented interactive biofeedback modes. Technicians are responsible for simple data acquisition. Physicians will use the more comprehensive data analysis tools. Researchers will focus on the data analysis but their use of the system will be unconstrained. They will explore and develop custom analytical techniques. Patients will primarily use the therapeutic biofeedback features of the system, usually in a supervised setting. 

Data Rendering Modalities 

With multi-sensor data acquisition and advanced analytical characterization, the rendering capacity of the system becomes extremely vital. The NRW will implement multi-sensory rendering by combining recently developed 3D sound and tactile feedback systems with advanced visualization technologies. Research in human sensory physiology has shown the eye to be optimized for feature extraction of spatially-rendered data, the ear for temporally-rendered data, and the tactile sense for textures [9]. Thus the NRW will enhance perception of complex relationships by integrating visual, binaural, and tactile modalities. The rendering subsystem has a near real-time biofeedback mode for use in a therapeutic paradigm and a data perceptualization mode for use in an analytical paradigm. Outputs from sensing devices and analytical operations are parsed and routed to the combination of rendering modalities best suited to render that information. 

Conclusion 

The goals of the NRW are twofold; 1) to provide an open hardware platform and modular infrastructure which will expedite the implementation of new technologies into the clinic, 2) to augment clinical therapy with new methods of interaction and analysis. Success should result in providing neurorehabilitation, and the medical community in general, with a powerful tool for characterizing the complex nature of normal and impaired human performance. 

REAL MEDICAL APPLICATIONS OF VIRTUAL REALITY TECHNOLOGY (1992)

Virtual Reality technologies are technologies which support an experiential interaction with in a computationally sustained environment. Virtual Reality technologies represent a fundamentally new way for humans and computers to interact. For not only do these technologies translate natural human actions of communication, such as speaking eye-movements and body gestures into computer commands , but they also render information to the human in multiple sensory modalities, that is spatialized audio, 3D graphics and various somato-sensory forms. 

Introduction 

To date the major effort of companies developing these technologies has been primarily to cater to the military, entertainment and construction industries. This is very unfortunate. While no one will argue the economics' of this bias, there is a strong humanitarian consideration that is being neglected. It is true that these technologies will profoundly impact the entertainment industry, and they should; for interactive media is truly a vehicle for participatory governments of the future. However, if we miss this opportunity to fully exploit the positive humanitarian potentials in EDUCATION and MEDICINE this period in history will be looked upon as one of the truly great missed opportunities in techno-social evolution. Here at the Center for Really Neat Research in Loma Linda University we have a moral imperative to "Dare to Care" and an operational mode of action of "Lead by Example" in our efforts to fuse High Tech with High Touch in the fields of medicine and education. The following are some examples of our efforts: 

Immediate Medical Applications for Virtual Reality Interfaces 

Normal people are naturally enabled. They are born with the capacity to interact with the world and willfully manipulate their environments. Disabled people have lost the capacity for such interaction and manipulation through either trauma or disease. Advanced human-computer interface technology that has been developed as natural user interfaces for interaction with virtual reality has immediate application in re-enabling the disabled persons. While virtual reality promises to solve many problems in the future, the immediate application of these advanced interfaces can improve the lives of millions of today. At the Loma Linda University Medical Center we have had many successes in utilizing these technologies. The utility of these devices has already been demonstrated as augmentative communication devices, as environmental controllers, as therapeutic tools in rehabilitation and as tools for quantitative assessment for diagnostic evaluation. Patients who have lost the ability to communicate verbally have successfully used an instrumented glove configured in a gesture to speech mode. Spinal cord injury, stroke and traumatic brain injury patients have virtual reality technology to manipulate virtual objects and practice specific skilled motor tasks. Quadriplegics have used physiological input devices to move objects on the screen with only their eyes and to play virtual instruments merely by contracting face and neck muscles. These are just a few examples of immediate uses for this promising technology that can profoundly improve the quality of life of real people today. 

The Virtual Reality technologies also are showing great promise in the field of psychiatry. In a recent experiment a real-time performance animation system was used to encode facial expressions of an actor and then generate a 3D talking head with realistic facial expressions that could interact with children that were in the hospital. This Virtual Teacher taught several classes on anatomy to a group assembled in a classroom and then made individual bedside appearances in the children's room over the hospital television system. The reaction of the kids (and the doctors) was overwhelming. The potential for a system such as this to augment the quality of life of hospital bound children is profound. Now for some theory. 

Remapping the Human-Computer Interface for Optimized Perceptualization of Medical Information 

Virtual Reality is a paradigm shift in the way we think about mass communication and information technologies. Consider the following: In the distant past Medicine was an art, the practice of medicine was guided mostly by refined heuristics and intuition. All the external senses were used in the evaluation of the patient. Visual, auditory, tactile, olfactory and gustatory cues were all integrated to give the healer a perception of what to do. With the development of science and technology the practice of medicine has slowly shifted from being intuition based to being guided by the results of objective tests. In many ways this is progress, though in other ways we seem to have forsaken our own senses in favor of machines, thus removing ourselves from the determination of the problem. The ever increasing ability of technology to quantitate complex physiological parameters and to image volumetric anatomical structures are taking us to a point where we will soon be unable to assimilate all the available information through the traditional means (i.e., numbers and graphs). Recent attempts to solve this problem have focused primarily on advanced visualization techniques. While much progress has been made in this field, the visual sense is finite and is reaching its saturation level. 

Enter Virtual Reality. Virtual reality technology is primarily interface technology that renders computer information onto multiple human sensory systems to give a sustained perceptual effect (i.e., a sensation with a context) while monitoring human response in the form of gestures, speech, eye movements, brain waves and other inputs. This interface also allows for a natural interaction with abstract data sets providing an integrated experiential encounter with information. This new technology provides us with the capacity to move into a new paradigm, a paradigm where the physiological integration of a pansensory rendering of medically relevant information provides an enhanced capability to discriminate between classes of complex dynamic interactions involved in pathophysiological processes. 

Much attention has been given to enhanced visualization techniques. Dynamic volumetric stereoscopic rendering methods have greatly enhanced our capacity for visual assessment of medical information. We need however to be careful that we do not become photo-chauvinistic and forget that we have other senses. There are relevant concepts from sensory physiology that are now within the resolution of the interface technology. This new technology increases the number and variation of simultaneous sensory inputs, thus making the body a sensorial combinetric integrator. A good working knowledge of sensory physiology and perceptual psychophysics can help us optimize our future interactions with the computer. Aside from the basic neuroscience issues of modality, duration, intensity, distribution, frequency, spatial displacement, contrast, inhibition, threshold, adaptation, transduction, conductance and transmission (to name a few) we must identify the optimal perceptual state space parameters with in which information can best be rendered. We must also identify which types of information are best rendered by each specific sense modality. 

New technologies and techniques have recently become available that allow for the rendering of data via auditory means. Not only can we now represent any data set in the form of sound but we can also spatialize the displacement of multiple sound sources giving us simultaneous exposure to different dynamic data sets. In these spatialized environments we can shift our attentional focus from source to source for real time comparison of multiple sets of data. Devices now exist which can stimulate the sensation of pressure, vibration, texture and temperature. This is a relatively untouched field as far as abstract data representation is concerned. These modalities combined with somatotopic placement also provide for spatial coding of the rendered information. The implementation of vision, hearing and touch technologies allow for simultaneous sensation of multiple independent and dynamic data sets that can be integrated physiologically into a single perceptual state. 

Yet to be fully embraced by the virtual reality community are the olfactory and gustatory senses, smell and taste. While their current integration is questionable, their potential impact is quite profound. Recent work in olfactory science has identified at least 30 basic smells. Technologies under current development will be able to deliver quantified combinations of these smells for a wide range of distinct perceptual states. 

In the area of taste the development of automated food processing will eventually allow for the doctor to get a taste of complex data. The use of smell and taste to help convey the state of complex systems may seem like quite a reach of the imagination. However, the possibility that these senses may help discern subtle changes in complex systems warrants investigation. We are embarking on an adventure that promises to change our relationship with the computer forever. With the immersion of all the external senses into virtual reality, our ability to perceptualize medically relevant information in an interactive mode will greatly enhance our capacity for improvisational investigation (stand up research). This is truly a paradigm shift and the beginning of a new era of computer assisted medicine. 

Papers
 INTERVENTIONAL INFORMATICS: HEALING WITH INFORMATION
(Spring, 1995)  

The convergence of communication and computational technologies has created informatic systems which may be applied to social and cultural problems. When used appropriately, informatic systems have demonstrated the capacity to enhance the quality of life and to facilitate wellness of being through their applications in areas such as health care and education. Interaction between informatic systems and systems which they influence can be qualitatively and quantitatively modeled by generalized theories of adaptive complex dynamical systems. Interventional Informatics is the proactive utilization of informatic systems as complex adaptive systems to alter the course or outcome of a particular behavior. 

Interventional Informatics 

We live in the information age. Our lives are continually influenced by new applications of information technology. Informatic systems impact society at all levels, from personal and interpersonal dynamics, to global systems of immense complexity. Informatic systems have become so complex that their implementation causes certain unexpected and often undesirable behaviors to emerge in the individuals or groups involved. This often evokes a shortsighted linear reactive response in an attempt to gain some predictability, though this usually results in a worse state than before (take the public education and health care systems, for example). There appears to be a fundamental lack of understanding of these systems when they go beyond a certain level of complexity. Is there a way to resolve this? 

A Suggested Solution 

As part of our eternal journey to make the world a better place for expression at all possible levels, we recognize the need for a basic theoretical understanding of the dynamic relationship between information technology and society. If we understand how information technology is capable of affecting our lives, we may respond proactively to avoid some of these affects and to cause others. More commonly we find, however, that we have a need to understand information technology in order to respond reactively when it behaves unpredictably (understanding rarely means 100% predictability). In a reactive state, we look for critical points, state transitions, where familiar patterns may manifest in some system at some level and which hopefully will provide a meaningful link with an existing model. A major goal for complex information systems such as education and health care should be to reduce the need for a costly reactive response by taking proactive steps with information technology. With this in mind, we have coined the term Interventional Informatics (II) to describe the pre-emptive, proactive, or preventive use of relatively small amounts of information and information technologies at critically sensitive points on a system's information state trajectory. 

Theoretical Foundation 

Most readers are familiar with the term "intervention" as it applies in a social setting (addiction therapy), or in a political setting (first world intervenes at a critical state in a third world country), or even a pharmacological setting (drug therapy). We may even call a vaccine an immunological intervention. Even though these all involve some form of information and they consist of acting either reactively or proactively at a potentially critical point in a system's evolution to hinder or alter an imagined outcome, they do not necessarily depend on informatics systems to operate normally. Neither, for example, does the interventional act of informing someone that they may reduce the risk of AIDS by using condoms depend on informatics. Rather, interventional informatics involves putting an information-based mechanism in place which understands and uses the tremendous potential of small amounts of information, when applied at critical junctures over a range of scales, to alter outcomes in a positive way. How do we transition from a reactive to a proactive state? We are now at the point where we can benefit from applying principles of complex adaptive dynamical systems to large systems like the global communications network (Internet), although probably not quite yet with the same quantitative precision of neurophysiological or biochemical research. However, we are drawn by a strong qualitative similarity in the dynamics of seemingly different systems. To understand why this is so and what use this might serve, it is essential to recognize that at the very least, the behavior of many complex spatially-distributed dynamical systems appear to provide a metaphorical basis for some powerful interdisciplinary languaging tools. These tools may help us identify system behaviors familiar to us in other more well understood systems, at which point more formal methods of analysis may be applied. 

Social Systems and Their Respective Levels of Complexity 

It is useful to distinguish levels of social complexity at which information technology's importance manifests. They include: the individual, interpersonal (intimate/non-intimate), group, community, district, city, county, state, region, country, continent, hemisphere, and planet. In academic medicine, it is also useful to consider a common non-intimate interpersonal system which manifests in different contexts but exhibits similar behaviors. It consists of one person who is being assessed and the other doing the assessment. These are: the physician /patient, the physician /student, and the student/patient. To a less obvious extent, there are also the License Commissioner/physician or practice, and the Medical school Accreditor/Dean et al. In each of these systems, interaction is bi-directional and, contrary to popular belief, when functioning properly the boundaries between the assessor and assessee are blurred. Each of the two system components should be providing informative feedback to the other about their performance, and adapting accordingly. These are reasonably simple examples of complex adaptive systems whose behavior differs in detail, but are quite similar in how information technology may be beneficially applied. They each involve a process of learning and assessment through informative feedback. In order to maintain proper function, it is critical to determine how information technologies are best applied to these systems. 

The Role of Information Technologies in Assessing Learning and Performance 

In general, improved retention, recall, and understanding may result from either of two basic processes. The first involves improved fidelity of the information being processed, i.e. a more accurate rendition of an existing representation. Examples would be modeling and simulation of a system, or in academic medicine, the case-based curriculum. The other learning process involves creation of a rendition richer in information because of changes in the nature of meaningful associations made with an existing rendition, perhaps through an increase in clarity, strength, or number of associations. This process includes principles of dual-coding, perceptualization (see below), and active learning. Interactive information technologies (i.e. any technology which responds in a nonarbitrary way to input from a user, and which in turn evokes a response from that user), and especially virtual reality technology, may potentially merge these two learning processes and serve to emphasize the important role of creativity in both information-rich (rule-based scientific) and entropy-rich (artistic narrative) behavior. In this regard, it is particularly important for our children to become adequately informed and capable of expressing themselves and informing others at all levels. Given the opportunity to develop their own expressive abilities and desires unhindered, we are certain they would turn both the education and health care systems around, and many others as well. 

Case Studies in Interventional Informatics: Work In Progress 

Recently, we have come to know an eight year-old girl named Ashley and a nine year-old boy named Trent. Ashley, who has been a C1 spinal (high quad) nearly her whole life, is an amazing young girl. She lives with her grandparents, and it was they who contacted us after seeing a television broadcast about our work with virtual reality and the disabled. Trent has only recently been physically challenged. Since we first met, they have learned to play video games, interact in meaningful ways with 3D objects in a virtual world, and drive a car, all with just their faces! By integrating off-the-shelf computer and data acquisition technologies with custom interactive software and hardware, we have created a system in which an individual may control their environment through their body's bioelectric signals , such as their muscles, eyes, and brain. Figure 1 represents a system in which a user may use their ability to control these signals in order to remotely control a robotic device, in this case the speed and direction of a small battery powered car equipped with stereographic cameras, microphones, speakers, and lights. The car receives visual and audio information from its environment, transmits it to the user, and receives controlling signals and audio from the user in response. Where is the informational intervention in the process of Ashley and Trent becoming more empowered to learn? Figure 1 represents an information trajectory which we have found to be useful in identifying system components and key points of intervention. The trajectory delineates the informational basis of a cognitive cybernetic loop. It is divided into a path representing the direction in which the user's abilities are manifested, and a path representing the motivational feedback which makes the interaction a reality. 

Ability 

In Figure 1, the path representing ability contains one of the most important points of intervention, the bioelectric controlling software (BEC). This kind of informational intervention at the device level is more basic and inconspicuous than other levels, but no less critical. This software is used to calibrate the muscle signals and to define complex sets of gestures for various navigational tasks. These gestures suggest the term cyberlinguistics, and they may be looked upon as a sort of 'cyberpidgin'; a collection of functional but grammarless phrases useful in commonly occurring interactions. It is possible, even likely, that these pidgins may develop into Creoles and ultimately full-blown languages as the need evolves. This suggests the potential for information technology as a foundation for some remarkably unique languaging tools. The task is to develop the cyberlinguistic navigational heuristics to use them. The successful operation of the system by Ashley or Trent hinges on the adaptability of this software. It is not yet auto-adaptive (it must be configured semi-manually), which would be yet another way of intervening at a critical point to enhance a user's expressive capacity. 

Motivation 

In rehabilitation, as in other types of learning, motivational feedback can be critical to rapid therapeutic progress. In the motivational component of this system, intervention is critical in the choice of rendering modes. By selecting binaural (3D spatial perception) and stereographic display modes, we have committed to mediums significantly more faithful to the source than text or 2D sound and video, and which provide a foundation for increased perceptual associativity. Ashley and Trent have become mobilized spatially-distributed vehicles of sight and sound. Through their learning and adaptive skills with their face muscles, they are now spatiotemporally extended well beyond where they were only a very short time ago. And of course, with the proper interactive informatics toolkits, these navigational skills may be used in a much more abstract way than simply driving a car. We have not yet given Ashley or Trent the opportunity to meet together in a world of their own making, but someday soon we hope to. Thanks to Trent and Ashley and a few others like them, in just a short time we have learned a great deal about complex adaptive systems; just look at their faces while they're playing. 

Modeling Complex Adaptive Behaviors 

There are several properties of complex dynamical systems which may be useful in modeling the effect of information on society. Two important properties are nonlinear response and control parameters. The property of nonlinearity implies that the magnitude of a system's response to some input is not directly proportional to the perceived value of that input, in fact it is usually far from linear. Additionally, the state of the population prior to the input of information strongly influences the response of the population to that input. There exists certain parameters in the population which strongly bias the response potential for a given input. These control parameters may be modified either internally or externally, thus providing a choice of mechanisms for altering a population's response potential. 

Useful Similarities in Apparently Different Systems 

Let's consider two systems as examples, (1) the global information networks such as the Internet, and (2) bioelectric-controlled telepresence such as Ashley using electromyographic (EMG) signals from her face in order to perform telerobotics. Control parameters in the Internet might be the number of on-line information servers globally, or the number of users with hypermedia-based network browsing programs like Mosaic or Netscape, and a measure of complexity (an order parameter) might be the average rate of information flow. Analogously, the number of sensors capable of being attached to Ashley's face, or the number of gestures available simultaneously for her to manipulate might serve as control parameters in that system. As we vary these control parameters, the complexity of the systems evolves, and we expect to observe rapid, distinct, and highly nonlinear transitions in their behavior. Evidence supporting this has been observed in the rate of increase in traffic (information flow) on the Internet, probably as a function in part of the control parameters mentioned above. Traffic jumped in such a way in the beginning of 1993 when the first multiple OS World Wide Web browsing program (NCSA's Mosaic) began distribution1. We suggest that a corresponding situation exists in bioelectric telepresence, such that increasing the number of degrees of freedom (sensors) available to Ashley or the combinatorial capacity of the gesture definition software should lead to critical transitions in information flow. We have not tested this empirically, although such behaviors have been observed in learning procedural tasks similar to those in this system2. To do this with Ashley or Trent would require an extended study involving in part some intentionally controlled limitation of their capacity to interact with their world. This kind of study may hopefully be an easier one to consider in the future, but at present we feel it is not worth the aggravation and frustration such constraints place on children who are already constrained by their disability. 

The Future 

Where else might interventional informatics be applied? We used information technology proactively by anticipating the general need for Ashley and Trent to communicate with their families and friends, but we were surprised at the creative behavior of siblings and friends and what it implied: that not only were Trent and Ashley more empowered to interact with their world, the car provided part of Trent's world, his siblings and friends, with a "vehicle" to interact with him, too! They were jumping in front of it, picking it up and flying it around. This sort of unanticipated behavior may emerge in other ways at other levels, and it should be accounted for in an accurate model of the system. We are actively exploring the areas of somatosensory and vestibular experiences, although we are still in the early stages. Many of those who are confined to a wheelchair lack much of the usual variety of these perceptual experiences. We are exploring how immersion in low frequency high amplitude sound, using speakers external and internal to the equivalent of a high tech Lazy Boy, can cause a meaningful somatosensory-induced deep visceral experience. We are also attempting to combine this with a vestibular component using motion platforms or suspension systems. These efforts represent our emphasis on perceptualization, which we define as the integrative experience of consciousness as the primary rendering state. The term originated in response to the severe visual bias so common in information technologies, and it refers to the integration of multiple sensory processors and their basic spatiotemporal pansensory features such as frequency, intensity, and complexity. On a more global scale, the telecommunications media have provided us with an initial link to some of those in society who could dramatically benefit from these technologies, but this is not a reliably predictable medium for a formal informatics mechanism. Our ability to manipulate the telecommunications media in it's current state is severely limited as a result. It is critical that a more formal informatic infrastructure be put in place which virtually eliminates any reliance on luck to reach patients in need. The information superhighway offers promise towards this goal. It certainly allows us to test some of the most important ideas about complex adaptive systems. Interaction occurs on the Internet at many levels, with varying complexity, but with a common purpose, to proactively share information. The concept of "pulsing the net" at a critical state with information evokes images of echolocation, cybersonar. 

Conclusion: Dynamical Similarity at Varying Social Scales 

Finally, at a more basic and personal level, if we recognize that each one of us has emergent adaptive qualities in common with our environment, we may more readily recognize critical points in information flow between components of a system, and across systems of varying levels of complexity. Herein lies the essence of proactive informative behavior that we observe with the bioelectric controlling software, and in the global information infrastructure, and in many other systems dependent at least in part on information technology. Our relentless need to communicate, combined with an understanding of these technologies, as well as a recognition of the abilities and critical state of relevant social systems, should result in a dramatic increase in expressive capacity for society at all levels, all towards making the world a better place. 

 BIO-CYBERNETICS:
A Biologically Responsive Interactive Interface: "Adventures In The Next Paradigm Of Human Computer Interaction" (Fall, 1995)

The capacity of computers to receive, process, and transmit massive amounts of information is continually increasing. Current attempts to develop new human-computer interface technologies have given us devices such as gloves, motion trackers, 3-D sound and graphics. Such devices greatly enhance our ability to interact with this increasing flow of information. Interactive interface technologies emerging from the next paradigm of human-computer interaction are directly sensing bio-electric signals (from eye, muscle and brain activity) as inputs and rendering information in ways that take advantage of psycho-physiologic signal processing of the human nervous system (perceptual psychophysics). The next paradigm of human-computer interface will optimize the technology to the physiology -- a biologically responsive interactive interface. 

BIOCYBERNETICS: Interactive Information Technology 

Interactive information technology is any technology which augments our ability to create / express / retrieve / analyze / process / communicate / experience information in an interactive mode. Biocybernetics optimizes the interactive interface, promising a technology that can profoundly improve the quality of life of real people today. The next paradigm of interface technology is based on new theories of human-computer interaction which are physiologically and cognitively oriented. This emerging paradigm of human computer interaction incorporates multi-sense rendering technologies, giving sustained perceptual effects, and natural user interface devices which measure multiple physiological parameters simultaneously and use them as inputs. Biologically optimized interactive information technology has the potential to facilitate effective communication. This increase in effectiveness will impact both human-computer and human-human communication, "enhanced expressivity". Work in human-computer interaction is an ongoing endeavor in many areas. These efforts have captured the attention of several professional societies; the entertainment industry, the aerospace industry, communications and educational technologies industries, as well as medicine. These diverse areas will all be impacted in multiple ways by advances in technologies that enhance human-computer interaction. 

Optimizing the human computer interface will rely on the knowledge base of physiology and neuroscience, that is, the more we know about the way we acquire information physiologically the more we know the optimum way for a human to interact with intelligent information systems. The next paradigm will see the "THINNING" of the human-computer interface to a biological sheer as the interface will map very close to the human body. 

Physiologically Oriented Interface Design 

Knowledge of sensory physiology and perceptual psychophysics is being used to optimize our future interactions with the computer. By increasing the number and variation of simultaneous sensory inputs, we can make the body an integral part of the information system, "a sensorial combinetric integrator". We can then identify the optimal perceptual state space parameters in which information can best be rendered. That is what types of information are best rendered to each specific sense modality, "a sense specific optimization of rendered information. Research in human sensory physiology, specifically sensory transduction mechanisms, shows us that there are designs in our nervous systems optimized for feature extraction of spatially rendered data, temporally rendered data, and textures. Models of information processing based on the capacity of these neurophysiological structures to process information will help our efforts to enhance perception of complex relationships by integrating visual, binaural, and tactile modalities. Then by using the natural bioelectric energy as a signal source for input; electroencephalography, electroocculography, and electromyography (brain, eye and muscle) we can generate highly interactive systems in which these biological signals initiate specific events. Such a real-time analysis enables multi-modal feedback and closed-loop interactions. 

Biocybernetic Controller 

Interactive interface technology renders content specific information onto multiple human sensory systems giving a sustained perceptual effect, while monitoring human response, in the form of physiometric gestures, speech, eye movements and various other inputs. Such quantitative measurement of activity during purposeful tasks allows us to quantitatively characterize individual cognitive styles. This capability promises to be a powerful tool for characterizing the complex nature of normal and impaired human performance. The systems of the future will monitor a user's actions, learn from them, and adapt by varying aspects of the system's configuration to optimize performance. By immersion of external senses and iterative interaction with biosignal triggered events complex tasks are more readily achieved. 

This paradigm shift of mass communication and information technologies is providing an exciting opportunity to facilitate the rapid exchange of relevant information thereby increasing the individual productivity of persons involved in the information industry. Areas such as computer-supported cooperative work, knowledge engineering, expert systems, interactive attentional training, and adaptive task analysis will be changed fundamentally by this increase in informatic ability. The psycho-social implications of this technologically mediated human-computer and human-human communication are quite profound. Providing the knowledge and technology required to empower people to make a positive difference with information technology could foster the development an attitude of social responsibility towards the usage of this technology and may be a profound step forward in modern social development. Applications which are intended to improve quality of life, such as, applications in medicine, education, recreation and communication must become a social priority. 

Using Technology to Improve Quality of Life 

The potential of this technological capability to improve quality of life can be best understood when it is actualized into the lives of real people with real needs. The Human Performance Institute at Loma Linda University Medical Center is an interdisciplinary research center which is leading the effort to utilize the latest in human computer interface technology to "make the world a better place". The primary research areas are in developing interactive interfaces which enable severely disabled individuals to lead productive lives, and in the design of environmental systems which support experiential interaction with information systems in such a way as to help maintain a state of general good health. 



The following are real world cases that demonstrate the utility of this technology to change the future of disabled individuals: 

Crystal, an 18 month old "C1 quadriplegic" (complete paralysis from the neck down, requires a respirator in order to breathe) was the first person to use this biocybernetic technology in a medical setting. Processing of electropotential changes along the eye and adjacent muscles into a biological signal enabled this child to interact in real time with the displays on the monitor, in short, "her eyes became her hands" in generating commands to the screen. The activity was direct, the implications profound: She was able to enter into a unified feedback loop where direct real time response to a physiological signal was used to modify and improve that psycho-physiological source. In this case, her capacity to learn and interact with the world willfully was restored. 

Andy, a 10 year old C2 quadriplegic whose speech is confined to the breathing patterns of his respirator to such an extent that it requires better than a minute to make a verbal request found himself in a spatialized environment where commands from facial muscles enabled him to "fly around" in a 3d computer environment. This was the first time in 5 years where he was able to willfully control something in his environment without the aid of others. A 17 year old car accident victim who was motivated to rehabilitate his impaired psycho motor skills through an "air guitar" interactive system which converted the weak bioelectric signals from his impaired muscles into "rock and roll" music. 

We have also developed the BioCar, a primitive yet functional demonstration of telerobotic devices under direct biocybernetic control. The BioCar is a simple demonstration of how the biosignals can be used to control objects within an environment. For this demonstration a remote control car from Radio Shack was modified so that it can be controlled from the parallel port of a standard IBM compatible PC. Since there are only seven discrete functions (there is no proportional control) that the car can perform (forward, forward left, forward right, stop, reverse, reverse left and reverse right) then it takes a minimum of three sets of electrodes to control all of the functions (23=8). The BioCar software is responsible for interpreting the bioelectric signals from the user and sending commands to the remote control car. 

Michael, a 27 year old engineer recently paralyzed in an auto accident was able to navigate the BioCar through a very complicated course using the muscles of his face and arms. The same system that allowed him to control this toy car could be easily adapted to control his wheel chair or some type of robotic arm. The potential to empower the disabled to become functional members of society can be realized through biocybernetic interface design. 

The next effort of our lab was to expand the utility of this biocybernetic controller. We modified a nintendo game to accept commands from our system as if they were coming from the regular hand controller. This simple modification allows disabled children to use whatever muscle activity they have control of to play the same games as normal children. This generalized biocybernetic controller opens up an enormous resource of compelling games which can be integrated into rehabilitative therapy. From the control of virtually nothing to really something, we can get coordinated motion from patients at a much earlier time. Instead of some arbitrary task, they can work with computer generated objects that have specific motions associated with them; getting the associated feedback of watching themselves pick up a virtual object even though you may lack the physical strength to pick up a real object. 

Future efforts will focus on adapting the biocybernetic controller beyond games and toys to functional information systems. The capacity to operate interactive educational multimedia systems will open a whole new area where human expressivity can be optimized in applications that customize an educational environment to the capabilities of an individual. 

Cybernetic Hedonism 

The other focus of our efforts is in developing highly interactive, biocybernetic systems where biological signals can modify an environmental chambers' parameters allowing the user to bioelectrically interface with spatialized environments. We believe that such physiologically modulated environmental systems may have a health preserving function. Interfaces to control stimulation can adaptivly utilize any biosignal. The result is the capacity to create a stimulus regime that accelerates relaxation and facilitates stress reduction. This is an application of wellness maintenance technology. "The Nirvana Express" 

The Microscope of the Mind 

The goal is to extend these environmental control systems into new methods of investigative research. Such as a test of basic cognitive functionality or the capacity to maintain attentional focus necessary to complete an iterative series of cognitive tasks. Data fusion of sensor data with user interaction parameters will allow meaningful correlation's to be made across various performance modalities. A goal of this application is to seek to identify a qualitative difference between the two performance/behavior states and then investigate various methods of quantifying that difference in a way that can be generalized. 

It is postulated a difference will be seen in the modulation of some of the natural rhythms. It is also postulated that a cognitively induced modification would be consistent in an individual but would most likely be different between individuals. The psycho-social-behavioral nature of individuals factors into initial assessment of their cognitive function. Other indicators of cognitive function are short-intermediate-long term memory, sound judgment and the ability to identify similarities in related objects. Performance of these cognitive functions is a strong indicator of the biologic health of the brain. Poor performance is highly correlated with organic brain dysfunction. 

The potential of this new paradigm of biocybernetics is limited only by the imagination (and funding) of the users. 
(Special thanks to Dave Gilsdorf and Patrick Keller for their ongoing efforts in making the world a better place) 

 DISTRIBUTED MEDICAL INTELLIGENCE
A Systems Approach For Developing An Integrative Healthcare Information Distribution Infrastructure (January, 1996)   

Recent trends in healthcare informatics and telemedicine indicate that systems are being developed with a primary focus on technology and business, not on the process of medicine itself. Distributed Medical Intelligence promotes the development of an integrative medical communication system which addresses the process of providing expert medical knowledge to the point of need. 


Many current efforts in developing medical informatics and telemedicine systems are primarily focused on the technological and business aspects of the problem. The issues of network security, interoperability, and database standards for archiving patient information are on the forefront of most technological development agendas. The majority of telemedical systems are primarily of two main types; they are designed for remote diagnosis of some still image (radiological, dermatologic or pathologic) or they are simply video teleconferencing systems (talking heads) with minimal data exchange. The business issues of medical information systems such as Community Health Information Networks, Managed Care Information Systems and Hospital Information Systems mandate an infrastructure which is primarily to ensure the secured transfer of financial, administrative and clinical information throughout the corporate enterprise. The use of the communication network for remote knowledge access and/or patient care is not designed into the system. 

While the considerations in developing healthcare information systems mentioned above are important they seem to be incomplete. Their focus is on data transmission and the network technology not on the patient or the process of providing support to the care provider. There appears to be little effort to embed intelligent features into these systems. Systems should be designed to take advantage of developments of modern interface design, high speed communication systems, decision support technologies and computer facilitated communication techniques. 

Distributed Medical Intelligence requires a systematic approach for developing a networked medical communication system which can effectively deliver medically relevant knowledge efficiently to a remote site. Such a system intelligently optimizes the flow of medical information between the persons seeking care and/or medical advice over the medical care network and the expert knowledge provider rendering the care and/or advice over that network. Distributed Medical Intelligence focuses on the process of communicating medical knowledge not the just the development a medical informatic infrastructure. 

The Distributed Medical Intelligence system is divided into three main components. The Care Portal, The Docking Station and The Bridge. These components are described below in an operational way. These operational descriptions help elucidate the discrete areas where improved technologies, as they become available, and methods of decision support, as they are refined, can be implemented. An intelligent medical communication system must be able to be refined at the component level without redesigning the entire system. That is to say that it must be designed to be scaleable, extensible, interoperable and modular at a fundamental level. 

The Care Portal 

The Care Portal is defined as any port of entry to the medical communication network which is utilized to seek care for a patient and/or knowledge for a remote care provider. The Care Portals will have the most variability in their design. The common feature of all Care Portals is that they are tele-linked to a medical communication infrastructure. A Care Portal may be a remote rural clinic, a mobile clinic in the inner city, a patient’s bedside monitor in the intensive care unit, a remote monitor in the home of an elderly patient, a health info kiosk in the mall.....i.e. anywhere a person can seek medical information or service from a source on the medical network. The Care Portals will have the most variety in the infrastructure of their communication systems. The Care Portals communication infrastructure will range from the "plain old telephone" through multiple megabit transmission systems like ATM. The Care Portals will also have a wide variety if input devices to aid in the acquisition of relevant information/data from the patient. Along with the patient’s history and physical data the Care Portals will include data from a host of diverse sensors such as cameras, microphones, bioelectric monitors, x-ray, and ultrasound machines. There may be a host of vital signs indicators and bio-chemical lab instruments to determine blood, urine and other body fluid compositions. Care Portals may also be utilized to educate patients and medical personnel at remote sites. 

The Docking Station 

The Docking Station is the site where the medical expert provides consulting services, education and collaborative input over the medical network. The Docking Stations will have a wide range of complexity in their interface options depending upon what kind of expertise is to be rendered. Most Docking Stations will have multiple viewing options where the expert can view and interact with a wide variety of information simultaneously. The Docking Stations will support a wide variety of data display devices including both visual and auditory. In their optimal design the Docking Station’s will support a spatialized array of data displays, both audio and visual, thus optimizing the interaction with multiple data sets simultaneously. The Docking Stations are designed to allow optimal interaction between the Care Portals, relevant databases, other experts in the healthcare team and the primary knowledge providers themselves. 

The Bridge 

The Bridge is an intelligent medical communication hub which optimizes the flow of information between the Care Portals and the Docking Stations. The bridge’s functions include facilitating connectivity, data tracking, accessing medical data bases and intelligently enriching the Care Portal’s information through proactive query so as to optimize the interaction between the Care Portal and the Docking Station. The Bridge is the intelligent electronic triage system which determines which Docking Station is appropriate to service a given Care Portal The Bridge is an intelligent consult manager. In the optimal configuration the Bridge will function to ensure that all the relevant information from the Care Portal is gathered, organized, filtered and presented to the Docking Station expert in a way which facilitates an efficient interaction. Along with optimizing the relevant information from the Care Portal, the Bridge will automatically also link the Docking Station to the most relevant medical databases and other medical experts which may be required during the consultative interaction. 

When designing the communication infrastructure for Distributed Medical Intelligence there are several considerations to take into account. One of the most important considerations is the design of the interface. There are different classes of interfaces, human-computer, computer-computer, and computer-human. The interface is a key component and there are many opportunities to enhance the interface for Distributed Medical Intelligence both in the instrumentation and the design. Each class of interface presents an opportunity to embed more functionality into the system. For example, when designing the interface for a Care Portal, considerations should include some knowledge about the specific needs and knowledge level of the users which are most likely to use it. Thus, a Care Portal designed for a home health nurse in a mobile clinic will differ greatly from the Care Portals in a cardiac intensive care unit. The purpose of this communication infrastructure is ultimately for the purpose of communicating expert medical knowledge and it is that fact should which influence the overall design. 

Other considerations include ensuring a flexible configuration, allowing for far-end-control of diagnostic devices and ensuring that there is an open architecture that allows for the adaptation of new devices without the redesign of the whole system. 

One final point to be made for this paradigm of Distributed Medical Intelligence is that it is scaleable and extensible, therefore it can meet the custom medical knowledge access needs of a wide variety of users. 

 GROK BOX: 
An Interactive Perceptualization Environment (October, 1996)

Integrating TNG, NEAT and SMART DESK technologies, the objective of Grok Box is to render simultaneous multisensory information to the human body. This technology is based on a new paradigm of human computer interaction known as Biocybenetics. Grok Box systems will render information to the visual, auditory, and tactile senses of its user. Based on principles of human sensory physiology, Grok Box' multisensory interfaces will make maximal use of the 'feature extraction' properties of the human senses. That is, a neurological margin of maximally meaningful input from the outside can be rendered to each sensory system. Rendering systems of Grok Box will accordingly map to this margin for respective senses. Variably located 3-D visual displays, spatialized sounds, precision tactile body surface rendering serve as output; EMG-like sensors across muscle surfaces, foot activated pressure sensors, voice recognition systems, and hand held devices allow user input. Perception and expression of greater quantities of complex information will be the end value to expert knowledge users (e.g., battlefield ER physician) 

The GROK-BOX 
Real world environments are characterized by an ever increasing array of heterogeneous sensors and sensing modalities. This mixture of potentially vital but mostly obscure data, in their native form, exceeds the human limits of integrative sensibility. Attempts to address this information overload problem by an array of methods ranging from new AI "tricks" to graphical techniques and virtual reality interface systems have achieved only limited success. In reviewing projects addressing this problem, it has become apparent that most of those who have tried to solve the problem have focused on the technology. Such projects addressing human factors aspects of the problem appear to be attempts to develop better "Reality Renderers." 

Plan 
We propose, instead, to adopt an approach with greater potential to resolve this "sensor/sensory" overload. That is, we propose to develop an interactive environment incorporating new ways to render complex information to the user by optimizing the interface system to match the human nervous system’s ability to transduce, transmit, and render to consciousness the necessary information. Such a system will be based on the human user’s neural information processing that directly supports perception. A perceptualization environment could be built that optimizes the human’s ability to discriminate and iteratively refine emergent patterns from any variety of sensor data. 

Description of the System 
The perceptualization environment, the "GROK-BOX," will integrate several vital components of an interactive information environment. Key elements include multisensory rendering systems, advanced human input devices, and an array of computational techniques that transform the diverse data types into perceptible patterns which enhance human capacity to perceive meaningful signals in a "sea of noise." A comprehensive set of visual, aural, tactile, proprioceptive, somatosensory, and olfactory rendering devices will be integrated into the system to give the user an integrative experiential interaction with the complex data types. The system will also integrate several unique input systems that allow the user to have a multiplicity of interaction options; in this way, the user will be able to feed back the perceived significance to the system for further enhancement. The GROK-BOX will be a tool to interactively experience a wide variety of natural and unnatural perceptualization techniques. 

Tasks 
· Task 1: To plan and deliver demonstrations of the core technologies at the rate of one every six months. 
Task 2: To develop a set of advanced human-to-computer input devices into a single interface system.
Task 3: To integrate a comprehensive set of visual, aural, tactile, proprioceptive, and somatosensory rendering devices into the GROK-BOX system to give the user an integrative experiential interaction with the complex data types. 
Task 4: To develop an interactive environment that combines new ways to render complex information with the advanced human-to-computer input devices. 
Task 5: To optimize the interface system to match the human nervous system’s ability to transduce, transmit, and render to consciousness the necessary information to interact intelligently with information.
Task 6: To evaluate the GROK-BOX system for providing mission critical support.
Task 7: To generate an ongoing reporting and demonstration of the developing functionality of the system. 

Project Phases, Milestones and Deliverables 
The proposed GROK-BOX project will take place in three phases: (1 phase per year) 

· Tasks 1-3 will be the focus of Phase 1. 
Tasks 4-5 will be the focus of Phase 2. 
Task 6 will be the focus of Phase 3. 
Task 7 will extend throughout the project. 

All tasks will be documented on an ongoing basis and delivered as Web pages, papers, and conference presentations. Each phase will consist of 2 demonstrations per year, as described below. 

Phase 1: 

· Deliverable 1: Demonstration of the functional integration of relevant human-to-computer input devices into the system. (approx. 6 months) 
Deliverable 2: Demonstration of various multisensory rendering systems integrated into the system. 

Phase 2: 

· Deliverable 3: Demonstration of an integrated system of human to computer input devices with the multisensory rendering systems. Deliverable 4: Demonstration of an interactive, experiential environment optimized for intelligent interaction with information. 

Phase 3: 

· Deliverable 5: Evaluation of the effectiveness of the GROK-BOX as a system capable of supporting mission critical support. 
Deliverable 6: Final report. 

Statement of Work 
TASK 1 

· A plan of implementation and demonstration will be determined in the initial period of Phase 1. 

TASK 2 

· We propose to develop and integrate a set of advanced human-to-computer input devices into a single interface system. This integration of data input devices into a single system will include EEG, EMG, EOG, (bioelectric signals from brain, muscle and eye), dynamic bend sensors, pressure sensors, audio and video digitizers, and other devices as they are relevant. We will develop methods for data fusion to enable meaningful correlations across various input modalities. The devices will be connected to an external module which will route the data both to a central multitasking server and to the rendering subsystem for immediate feedback. The server will be intelligent enough to automatically implement a custom configuration of input-device parameters, interface functionality, and relevant records based on the device(s) connected and the identity of the operator(s) currently on the system. 

TASK 3 

· We will integrate a comprehensive set of visual, aural, tactile, proprioceptive, and somatosensory rendering devices into the GROK-BOX system to give the user an integrative experiential interaction with the complex data types. We will utilize interface technology that renders computer information onto multiple human sensory systems to give a sustained perceptual effect (i.e., a sensation with a context). We propose to combine these different rendering modalities with somatotopic placement, thus providing for spatial coding of the rendered information. We will demonstrate how the implementation of vision, hearing, and touch technologies can allow for simultaneous sensation of multiple independent and dynamic data sets that can be integrated physiologically into a single perceptual state. 

TASK 4 

· We will develop an interactive environment that combines new ways to render complex information with the advanced human-to-computer input devices. Interactive interface technology will be implemented such that it renders content specific information onto multiple human sensory systems giving a sustained perceptual effect, while monitoring human response in the form of physiometric gestures, speech, eye movements, and various other inputs. We will refine quantitative measurement of activity during purposeful tasks. 

TASK 5 

· We will refine the interface system to match the human nervous system’s ability to transduce, transmit, and render to consciousness the necessary information to interact intelligently with information. We will implement a data analysis subsystem designed to enhance the ways that relevant data may then be rendered optimally to the operator’s sensory modalities. Linear and nonlinear multivariate analysis tools will be utilized for the processing of multiple data sets in a variety of ways, including graphical analysis (phase portraits, compressed arrays, recurrence maps, etc.) and sound editing (mixing, filtering). Automated detection of trends and correlations using fuzzy logic may be performed in the background or in a post-processing mode. The system will be designed so that the user may then be alerted by the system if it detects areas worthy of further investigation 

TASK 6 

· We will design an experimental protocol to evaluate the GROK-BOX system for providing mission critical support. We will interact with the appropriate agencies to ensure the specific requirements of this task to meet mission critical objectives are met. 

TASK 7 

· We will generate an ongoing reporting and demonstration of the developing functionality of the system. We will provide seminars and workshops for the purposes of disseminating and furthering this work. 

Integration Into the Real World 
The greatest potential of this interactive perceptualization environment will be realized when it is integrated into a Web-based collaboratory. Using the multiplicity of information resources available through the Web and using the latest perceptualization techniques, the GROK-BOX will constitute a powerful vehicle to explore and exploit the riches of "cyberspace." 



Qualifications of the Investigators and Organizations 
NORTHEAST PARALLEL ARCHITECTURES CENTER (NPAC) 

The Northeast Parallel Architectures Center (NPAC) is an advanced computing center at Syracuse University in Syracuse, New York. Directed by Geoffrey Fox, NPAC specializes in High Performance Computing and Communications (HPCC), parallel processing, distributed computing, computational science, education, and technology transfer through the InfoMall program. The scope of NPAC has broadened to include world class computational science research and education, and most recently research and development in high performance communications with particular focus on support for the National Information Infrastructure (NII). At NPAC there is a strong emphasis on computational science applications where one seeks to obtain "real solutions to real problems." NPAC's InfoMall technology transfer program puts high-performance computing and communications (HPCC) to work in industry. Other major projects include research and development in the areas of parallel languages and parallel compilers, including work on High Performance Fortran (HPF; a standardized parallel version of Fortran); distributed computing; parallel database technology; integration of relational databases with the NII; parallel algorithms; distributed and cluster computing; and networked digital multimedia applications providing Information, Video, Imagery, and Simulation on Demand. 

Programs of NPAC 
NPAC, with its academic partners at Syracuse University and at institutions nationwide, engages in interdisciplinary research, development, education and technology transfer in high-performance parallel computing. NPAC has also developed an active research and development program in the new arena defined by the convergence of high performance computing with high speed networks that handle digital-analog conversions and with distributed and collaborative networking tools. NPAC Core Technology Projects provide the base enabling technologies upon which NPAC builds its applications and collaborations. 

INSTITUTE FOR INTERVENTIONAL INFORMATICS (I3) 

Institute for Interventional Informatics (I3) is a non-profit organization. I3’s mission is to utilize information and information technology in socially responsible applications that improve quality of life. I3 has gained international recognition for the primary role it plays is a developing interface systems for severely disabled persons. I3 is also known for being a liaison between the medical community and high-tech development companies. I3’s role is to provide a "reality based" application assessment of new technologies for possible medical and educational uses. Experience in interactive human computer interface systems, combined with knowledge of clinical medicine, allows the researchers at the Institute the unique opportunity to exchange relevant information between the high-tech industry and the medical and educational communities, specifically by implementing off the shelf technologies that were developed for the military, entertainment, aerospace industries in medical and educational applications. 

Currently Active Projects of I3 
Advanced instrumentation for the acquisition and analysis of medically relevant biological signals. Advanced information systems which augment the general flow of medical information and provide decision support for the health care professional. &middot; Public access to health information databases designed to empower the average citizen to become more involved in their own health care. &middot; Advanced training technologies which will allow the rapid dispersion of newly developed techniques. New interface devices for persons with disabilities. &middot; Educational systems that adapt to the users ability to learn. 

Current NPAC–I3 Collaborations 
Over the past year, NPAC and I3 have teamed together to develop applications of Web technologies in Health Care, Communication and Education. Applications specifically developed to Improve Quality of Life. The focus of this collaboration has been on the design of intelligent Web-based interface systems. Web technologies provide a unique opportunity to rapidly develop human-computer interface systems. Such systems provide a rich medium for augmented human expression thus enriching human-human communication. 

The following Web systems are currently being developed: 

· CareWeb: A prototype system developed for healthcare is being developed in the context of Telemedicine and Distributed Medical Intelligence. 
NeatTools: A Web based Expressional interface system being developed to enable disabled persons to express themselves fluently. Pulsar: A free Web service for disabled Web users. A Web-based resource repository providing free software, pointers to inexpensive interface hardware and intelligent directories of resources, support groups and other relevant information for disabled Web users. GROK-BOX: A Web-based collaboratory for interactive perceptualization. An instrumented environment for experiencing and communicating complex information. 
SmartDesk: A instrumented learning environment which allows for dynamic tracking of a "learner’s" navigational trajectory through a Web-based content delivery system. 

These projects enable individuals to create new educational opportunities, employment opportunities and increase their socialization through their cultural integration into the information society. Integrating interactive Web based systems empowers disabled users to become more involved in their world. 



 

A: Innovative claims
We introduce an Intermental Network as the UltraScale computer formed by the linkage of human minds coherently and synchronously to tackle a single problem together. This network can be used on its own or as part of a distributed system with other UltraScale computers. Essential to an Intermental net is a reversal of roles where humans are not users of computers but rather their linked minds constitute the parallel computer whose function is enhanced by interaction with conventional systems. Further, unlike a shared virtual environment, we are not trying to modulate an individual's perceptual state by an accurate representation of the physical world and the impact of users on it. Rather our main aim is more effective modulation of the physical environment from the actions of individuals cognizant of an accurate synthesis of the perceptual state of the linked minds. 

We will design a system architecture and build a prototype system where individual bodies will be linked to a net through a rich sensory interface with over 30 channels. These signals will be filtered and presented as additional perceptual dimensions to the participating minds which will perceive either the states of individuals or their synthesis as one of more system-wide group perceptual states. This integration will use novel collaboration software, TangoInteractive, and be built using Web technologies, which ensure extensibility and ease of integration of new subsystems. We will stress performance, flexibility, scaling and fault tolerance in our Intermental architecture and explicit enhancements to TangoInteractive used in our prototype implementation. The human-computer interface is an adaption of the wearable computer system under development for the DARPA Bot-Masters project. The interface will be flexibly linked to the net with the visual network-based software system NeatTools that supports general filters.

We have identified three application areas that will drive requirements for our system architecture and are the basis of our prototype implementation. These areas are Special Operations, Battlefield Medical Intelligence and Crisis Management. Each of these offers tactical opportunities to use the linked minds to aid split second decisions. Further the Intermental net will continually modulate the perceptual state of individual decision-makers as time progresses and in this way we support longer-term strategic judgements.

Our base $300K per year, two-year proposal delivers a system architecture and prototype implementation. Options in years 2 and 3 allow integration with realistic distributed computer networks and significant application demonstrations.

The proposal team brings a very strong and perhaps unrivalled integration of talents to this interdisciplinary project. Fox is a pioneer in parallel computing and an expert in the general theory of complex systems. Podgorny and Fox have built several large web-based software systems including the sophisticated collaboration system TangoInteractive that is the core of the Intermental net's integration. Warner and Lipson have pioneered cost-effective innovative human-computer interfaces and designed and built the software NeatTools that allows them to rapidly prototype new approaches. We have expertise in the key motivating applications and will add the necessary collaborators in conventional metacomputers if the options are exercised.

 

Section B: Technical Rationale, Approach and Plan

B1: Introduction

B1.1 What is an Intermental Net and why is it different?

New computers, communication and peripheral devices from biological, quantum, superconducting and other technologies promise UltraScale computing. One of the most obvious but still interesting biological computers is that represented by Nature's premier computer - the Human mind. There is the potential world (and space) wide linkage of billions of such human minds with large numbers of constructed devices (traditional computers) which form an Intermental network. We do not envisage this as a glorified next generation World Wide Web as this implies that each client (human mind) links essentially independently to a single server in a given transaction. The World's Wisdom is obtained by the incoherent sum of individual contributions. Rather as in a parallel computer, our Intermental computer will link entities coherently and synchronously together to tackle a single problem. Further as described below, our concept is a major extension of the interesting and still developing shared immersive virtual environments. In the latter, one represents the world classically by the actions of other people on it. In contrast, an Intermental net directly represents other participants through a rendering of their perceptual state.

An Intermental network reverses the traditional role of the human as the user of the computer system. Rather than the human as the usually asynchronous viewer of the computer's possibly parallel computations, we consider the conventional computer network as an aid to the parallel synchronous interactive Intermental network of linked minds. In another reversal, we are not trying to modulate an individual's perceptual state by an accurate representation of the physical world; rather our main aim is more effective modulation of the physical environment through an accurate synthesis of the perceptual state of the linked minds. 

We use the term "mind" to mean "consciously experienced perceptual state-space". Thus the concept of "linked minds" of the Intermental network will refer to the capability of the network to modulate a coherent (phase consistent) co-perceptualization across an number of individual "minds" for the purpose of synthesizing a collective intelligence which will influence future iterations of a computational process. This Intermental linkage will allow the individual users to perceive the collective response dynamics of other minds while these minds reach states based on the knowledge of actions of the whole. Our multi-modal perception and expression systems (wearable computers), which are critical part of this proposal, are designed to enhance and optimize the inevitably imperfect representation of each mind's state as it is transmitted through digital filters and networks and seen by others in the Intermental net. This leads to each mind having additional perceptual dimensions corresponding to either the state of individual minds or the Intermental net's synthesis of a group perceptual state. This gives rise to a form of quasi-self awareness, where the computational properties of individual units are influenced by the state of the whole system. We believe that this experience of co-perceptual processes will lead to the emergence of new computational capacity not currently possible with current asynchronous networks linking incoherent (sequential) minds.

This Intermental network extends the familiar concept of a shared virtual environment where users respond to a changing system without direct knowledge of the thought processes (perceptual states) of other users. Rather than perceiving the other participants' perceptual states indirectly through their action on the physical environment, an Intermental network provides to each user direct awareness of the probable perceptual states of the other players at any moment.

B1.2 Motivating Applications

We have chosen three applications in which to focus our activities. In our basic proposal we will investigate the architecture of an Intermental net and produce a prototypical skeleton implementation. In this $300K per year effort for 2 years, we will not deliver any major demonstrations but rather working networks illustrating the basic principles. We have defined options in years 2 and 3 which would expand the effort and produce realistic demonstrations that could be based on our applications described below. However for our basic proposal, we will just use the applications to drive requirements for our architecture studies and our skeleton implementations.

Our three application areas are special operations environments, battlefield medical intelligence, and crisis management. Intermental nets have two types of application impact; tactical and strategic and each of our chosen areas can be impacted in both ways. Tactically, the Intermental net can enhance split second decisions by providing an instantaneous awareness of the group perceptual state. Integrating this over time, members of the Intermental net are continually aware of the evolving perceptual state of others addressing the same problem and this can lead to better strategic decisions.

Special operations environments present a highly challenging situational scenario to the project of gathering, processing and depicting time-critical information. Present age operations are especially harrowing to military personnel due to the insidiously stealth nature of modern threats. Presenting critical information to key personnel who are simultaneously enabled/empowered to respond effectively has long been a problem. Inadequate capacity to cope with various threats necessitates great resource and personnel allocation just to insure that the higher level priorities can go forward. This proposal responds proactively to this aim by specifying an "interventional informatic" methodology for comprehensively addressing the problem of connecting strategic personnel to emerging information and enabling their interaction with that information. We are currently developing a single, multimodally integrated interface system for the perceptibility and expressibility of massive quantities of critical information for the DARPA distributed robotics project. What we are proposing here will extend the focus beyond the issues of interfacing individual personnel by addressing issues of allowing the Intermental network control the robots.

We will research issues of providing the forward-deployed personnel with a linkage to the collective intelligence of command communication and other intelligence they need to be maximally effective. We will seek to develop the requirements of an Intermental network resource for augmenting the current efforts to instrument these key personnel with body-worn computers and communication tools.

It is also our intention to provide a powerful resource for battlefield medical intelligence where the traditional concept of telemedicine is augmented by an intelligent integrative system with distributed doctors and patients linked together coherently. As we describe later, traditional telemedicine has proved inadequate in many circumstances and the proposed Intermental system appears to offer a more promising approach to quality time-critical health care. 

The final example is crisis management, which is quite similar to command and control and involves decision (judgment) support, which intrinsically mixes people and computers in real-time simultaneous interactions. One of our base technologies - the TangoInteractive collaboratory - was originally developed to demonstrate the value of commodity (web) technologies in cost effective high quality command and control applications. Tango has been chosen by the XII group to integrate a crisis management demonstration this May at Hanscomb air force base.

In general these applications lead to important requirements for the Intermental network which can be applied to a wide range of mission critical applications where the access to the intelligence of a collective of co-aware minds is essential to the optimal performance of the mission. We note that the P.I.'s have substantial experience with the chosen application areas.

B1.3 Core Technologies

.1 Bot-Masters and NeatTools Background

In the following we give an overview of the Bot-Masters work now being initiated for the DARPA Distributed Robotics Program. This has key relevance to the Intermental network proposal as it will develop new approaches to HCI using the human body as an essential component of the interface to the human mind. It is anticipated that the Bot-Masters work will yield important information about the phenomenological aspects of integrating physiological systems with traditional computational systems. The Bot-Master effort will focus on applications, which will integrate with the DARPA wearable computer projects. 

The research, prototyping, development and demonstration of technologies to support gathering, interpretation and use of data is a major challenge/obstacle. Such complex phenomena as battlefield dynamics easily overwhelm the best available information delivery systems. Presently, the large number of relevant gathering and controlling systems and techniques creates an interface problem of vast proportions. Funneling the greatest amount of high quality (prepared/processed) information to key personnel would be the ideal solution. It is therefore critical that technologies be researched and demonstrated for the representation and interpretation of multiple, diverse data sources, for human interpretation of those data sources, and for powerful, deliberate/calculated and rapid interaction with that information. The Bot-Master activity will produce a integrated interactive perceptualization interface system: integration of multiple sensory information for enhanced expressivity. This optimized single individual-computer linkage will be joined together as a network in this Intermental proposal. The Intermental activity will then feed back to the Bot-Master work as it will allow individuals new types of input - namely the additional perceptual dimensions corresponding to either the state of other individuals' minds or the Intermental net's synthesis of a group perceptual state.

Successful interfacing with external sensors and actuators is grounded on a high degree of context/need-specific malleability within the interface itself. Ability to transmit any information presented to the sensory technology back to expert personnel is primarily an issue of how intelligent the interface is in its reconfigurability, processing and rendering options. The Bot-Masters project will develop a system, which takes advantage of the entire body's neural capacities for sensation, processing and yielding to consciousness information. We intend a total of over 30 separate perception or expression channels. The Bot-Masters system's multi-sensory interfaces will then make maximal use of the 'feature extraction' properties of the human senses. That is, a neurological margin of maximally meaningful input from the outside can be rendered to each sensory system. The system will accordingly map to this margin for each of the involved senses; system resident artificial intelligence will allow the reconfigurability based on context need. 3-D visual displays, spatialized audiomorphic and tactile body surface significations and other methods will present information from the sensors to the expert. EMG-like sensors across muscle surfaces, foot activated pressure sensors, voice recognition, and specially signified body movements will all serve as methods for controlling actuators in real time as they perform work and send back information. 

As well as the multiple sensory channels described above, the Bot-Masters project has two other key components. The first of these is the NeatTools software, which is a general cross-platform multi-threaded real-time data flow system for the flexible visual programming of networked or linked modules. It allows us to rapidly link peripherals, filter modules and diagnostic displays in a way that allow us to easily customize the different sensory components of the HCI. The NeatTools programming model has its roots in the formal Input/Output automaton model. In NeatTools, module abstraction is offered as a set of class methods to inter-module communication. Functional components (implemented as class objects) of a concurrent system are written as encapsulated modules that act upon local data structures or objects inside object class, some of which may be broadcast for external use. Relationships among modules are specified by logical connections among their broadcast data structures. Whenever a module has updated data and wishes to broadcast the change and make it visible to other connected modules, it should implicitly call an output service function which will broadcast the target data structure according to configuration of logical connections. Upon receiving the message event, the connected modules execute its action engine according the remote data structure. Thus, output is essentially a byproduct of computation, and input is handled passively, treated as an instigator of computation. This approach simplifies module programming by cleanly separating computation from communication. Software modules written using module abstraction do not establish or effect communication, but instead are concerned only with the details of the local computation. Communication is declared separately as logical relationships among the state components of different modules.

NeatTools is written in C++ for performance but can migrate to Java if appropriate when this language has sufficient performance. NeatTools has built-in linkage to the web and so it can be integrated with the overall web technology-based system software that we will build for the Intermental network.

Another important area of ongoing research is the filters that provide the "optimal" linkage between human and computer for each of the channels. Mostly we have relatively simple scaling and discriminator based systems but we are looking into more sophisticated approaches. In particular, we are experimenting with gesture-recognition modules based on either neural networks or the parallel cascade method, which provides an efficient way to represent and evaluate the input-output relation of a dynamic nonlinear system. It relates to the Volterra and Wiener theories of nonlinear systems, but has the significant advantage of being able to rapidly approximate dynamic systems with high-order nonlinearities. In this iterative method, the black-box filter for NeatTools is initially represented by a single cascade consisting of a dynamic linear element (L) followed by a static (zero memory, or instantaneous) nonlinear element (N), such as a polynomial. L is evaluated using a cross-correlation procedure between the experimental input and output (stimulus and response time series). Then N can be determined by a least-squares method. A basic reference for this approach is Korenberg MJ 1991. Parallel cascade identification and kernel estimation for nonlinear systems. Ann Biomed Eng 19: 429-456. As described later, we believe that future systems of this type will extensively use such heuristic optimizations to best match input and output. However this area will surely be the subject of much interesting important research and our goal is to design and prototype the overall system. We will typically use simple filters but allow the architecture to accommodate later improvements.

B2.4 Application Background: Interventional Telemedicine

We gave some details of the special operations application in section B1 and so here we elaborate on the medical application and in the following section on crisis management. As part of Warner's work as a leader of the national effort investigating technology for telemedicine, it has become clear that the appropriate concepts are distributed medical intelligence or interventional informatics. The latter is the intentional utilization of information and information technology to alter the outcome of a dynamic process, and will play an ever greater part in the future of telemedical services. Distributed medical intelligence services are emerging as viable entities supporting the practice of telemedicine. The transition from center-based medical services to internet-based distributed medical knowledge services is made feasible by the increased accessibility to the global communication infrastructure.

Technology supports human care and creativity. Humans relate to each other for many diverse purposes through technological elements. The development of medical applications for the Intermental network might even be thought of as a kind of prototyping of the next generation society resource. That is, as the structure and function of information systems and communication technologies become more perfected in their purposes of creating communication pathways between persons and groups they are actually going to be more and more like in their character to the physiological bases for communication within living systems. Further, as more is learned about the neurological bases of thought, language and communication, the more and more neurobiological in character will become the information technologies created to allow communications between human beings. The interface boundary between the human and the technology will become increasingly seamless to the point where it is virtually non-existent in some cases. In short, the intermental network represents real progress in social and systemic thinking about how to significantly change the face of current problems with multimedia communications technology. The communications infrastructure becomes a kind of nervous system for a newly emerging social body, a "Homo cyberiens".

B2.5: Application Background: Crisis Management

Command and Control is the military description of a general real time decision (or judgment) support environment involving a complex set of people, datasets, and computational resources. A critical characteristic is the need to make the ``best possible,'' as opposed to ``optimal,'' choice. In a civilian context, crisis management examined in a recent NRC study (``Computing and communications in the extreme: Research for crisis management and other applications,'' in Workshop Series on High Performance Computing and Communications. National Academy Press, Washington, D.C., 1996. Computer Science and Telecommunications Board, Commission on Physical Sciences, Mathematics, and Applications). Fox and Lois Clark McCoy of the National Institute for Urban Search and Rescue (NIUSR http://www.niusr.org) met at this working group and are collaborating in NIUSR's XII initiative. To quote from a draft ACTD proposal:

"The Xtreme Information Infrastructure (XII) has been undertaken by NIUSR to enable the development of a large-scale coordinated National Inter-Agency Response System. The XII Intelligent Data Fusion System resolves the problems of heterogeneous databases by utilizing commercial off the shelf (COTS) technology to provide a service layer that isolates the rigidity of legacy data applications from dynamic changes in real-world environments. Modules in the XII Intelligent Data Fusion System gather data from myriad collection of dispersed sources then intelligently transforms the heterogeneous databases, stovepipe applications, sensor-based subsystems and simulations, unstructured data, semantic content, into virtual knowledge bases."

XII is addressing the civilian side of many events of interest to DARPA including both biological and nuclear-based crises. The Intermental network is designed to aid both the tactical (what to do in next second to mitigate damage) and strategic aspects of crisis management. Using TangoInteractive with its web based infrastructure allow us to "plug" an Intermental net into an existing Tango based system. Tango is currently been adapted to use in the first XII demonstration which is currently planned for May at Hanscomb air force base. Tango's web structure allows it to interact with the myriad (stovepipe) information sources using standard web interfaces (such as HTML, VRML, CGI) as the interchange mechanism.

In the original command and control application shown in the figure of sec. B2.2, Tango linked military and civilian radar sensors and personnel tracking aircraft; NORAD as military command in execution stage; federal and state leaders at highest level (President and Governor); weather simulation to assess intercept possibilities, and in response stage, the dispersal of bacterial agents; FEMA as civilian command in response stage; and finally, medical authorities for expertise and treatment. TangoInteractive, as a general collaboratory, supplies digital video conferencing, text-based chatboards, and shared white boards, which are used by the participants to interact in a typical unstructured collaborative fashion. We are linking Tango with general backend information resources such as Lotus Notes and the EIS system commonly used today by crisis managers. Further this application needs shared two- and three-dimensional geographical information (GIS) systems. The filter capability of Tango is used to ensure that each participant only received appropriate information. For instance, the President and Governor would be spared a lot of the detailed shared displays used by those lower down the command chain. More generally, one wishes to present a given object in different ways to different participants. Thus, the radar and weather officers could use complex three-dimensional geographical information systems to study the event in detail. The expected weather and tracking data would be presented to others less involved in those areas, as simpler two-dimensional summaries. In the Intermental case, the filtering becomes subtler as we need to use it to customize the perceptual states perceived and expressed by each participant.

B3 Intermental Networks

computers linked together as the Ultimate UltraScale system. The artificial computers are currently traditional PC's, workstations and higher-end digital machines —including massively parallel systems. Eventually these will include computers built using technologies stemming from the existing research in the UltraScale program. This conventional computer network uses distributed and parallel computing techniques to integrate information and simulation together to solve complex problems. These computer science issues have been and correctly continue to be the focus of major research and development activities. We are intending to use the results of parallel and computer systems research in this proposal in two ways. Firstly we will learn from it to design new approaches to the linkage of minds and secondly we will use it in integrating the distributed computer system to a Intermental network of minds. We will not however duplicate existing distributed or parallel computer research programs here but solely focus on issues raised by the Intermental net.

The individual minds are linked to client computers using multi-sensory rendering techniques for enriched perception and multi-modality expressional interfaces. The NPAC/MindTel team has built a prototype of such a multi-modal interface and will extend it as part of DARPA's new Bot-Master project. This uses the novel visual-programming environment NeatTools to rapidly build and experiment with the network of filters and peripherals, which form the interface. We have started experimentation with some of the techniques useful for optimizing the interface to maximize the effectiveness of the human mind in exploiting the body's ability to create enriched perceptions and generate complex expressions for an "optimal result".

The Bot-Masters project focuses on a single individual perceiving information, which could be from the computer network shown at the bottom the figure. Our Intermental system needs two additional components. Firstly it links multiple minds together and, using a generalization of the TangoInteractive system shares the different objects in the net. This includes the results of the computer processing but also the perceptions and expressions of each mind. This ability of each individual to see the input data and output expressions of others already provides an interesting coherent system of the type proposed. The decisions of individuals can and will be modified by seeing the "thoughts" of others in real time. Thus already this system illustrates the key coherent simultaneous linkage of minds that characterizes an Intermental network. However we can generalize the Intermental concept by adding the middle set of computers whose task is to optimally synthesize into one or more "summaries" the individual expressions of each object in the net, whether it be a mind or conventional computer. In a parallel computing analogy, this synthesis is "just" the output of the parallel system formed by the Intermental net. Just as optimizing an individual computer-human interface is a long difficult research program, we assume that optimizing the synthesis of the expressions of multiple minds and computers will be a long ongoing activity. So in this proposal, we cannot except to solve this problem but rather we will produce a proof of concept system and some pointers to fruitful future activity. We expect that either simple statistical combination or more sophisticatedly, the usual general heuristic algorithms such as genetic algorithms, neural networks and simulated annealing will be the basis of our and others' initial attack on this critical hard problem. We term these approaches generically physical optimization as they are based on optimization methods used by physical systems.

Looking at our system in total, we see optimized human-computer interfaces linked together to produce one or more synthesized view which result can itself be synthesized with the expressions of one or more distributed computer systems. The collected expressions of individual and syntesized entities form a set of distributed objects which are shared by TangoInteractive with all participants. This sharing forms a nonlinear feedback loop of new perceptions which of course give rise to time dependent expressions which come from this parallel coherent Intermental net.

So we bring to the table

· The "wearable computer" of the Bot-Masters project with its NeatTools software that forms the basic programmable and interactive individual link of a mind to the Intermental net. 

· A robust system TangoInteractive for sharing general distributed objects that provides the software infrastructure to build the feedback loop that drives the coherent Intermental decision making. 

· Substantial distributed and parallel computing experience that can be used both to add general information processing to the linked minds and to suggest an architecture for our coherent minds.

We propose to take the above framework and listed state of the art to produce 

· A detailed Intermental systems architecture that expands on the conceptual design given in the figure and described above. 

· An illustrative prototype system that can be applied to our three application areas - special operations, battlefield interventional medical practice and crisis management. The prototype system will not be elaborate enough to give detailed application demonstrations but it will be able to exercise all the essential concepts of the architecture we develop and this property can be demonstrated. 

· New software and hardware artifacts needed to illustrate and demonstrate the Intermental system. These will include a prototype of the optimization software that will synthesize the expressions of multiple minds. We will also extend TangoInteractive to handle this rich set of objects with a multiple server architecture that will have the necessary scaling and fault tolerance features to support our architecture.

B4 Project Plan

Above we have listed the ideas and existing hardware and software artifacts which we believe can be used to significantly develop the concept of an Intermental net and deliver a system architecture and prototype implementation. We have divided the effort of achieving this into the seven tasks given in section D. Each task will be led by one of the four key scientists identified in section H. 

Task 1 is led by Fox and Warner and includes the overall system architecture research and an investigation of the special issues associated with linking Intermental nets with the other UltraScale computing approaches. Task 2 is led by Warner and Lipson and encompasses the human-computer interface issues - researching the hardware and software options and system integration as well as the human cognitive ability to perceptualize multiple sensory sources which include representations of the perceptual state of other minds. Task 3 is led by Podgorny and represents the study of issues in collaborative technologies as they are relevant to Intermental nets. This work will include general studies and specific development of the TangoInteractive system. This integration software will be used for the prototype hardware and software system that will demonstrate our Intermental system architecture. This activity is part of Task 3. Task 4 is led by Fox and includes issues in parallel and distributed computing. Currently we do not expect this to be a large effort and will focus on accurate use of insights from parallel computing in the Intermental net architecture. Task 5 concerns elaboration of the application requirements and is also led by Fox. This will grow in importance in the options, which are designed to be exercised in years, 2 and 3 and allow a major demonstration of the use of an Intermental net in a rich application scenario. For these options, we intend to add to our current team. We have identified Furmanski from NPAC and Foster from Argonne as they are collaborating on appropriate high performance Web-based metacomputing. We will also add expertise from the chosen application field and will work with DARPA in choosing the application with good defense relevance and appropriateness for use of Intermental nets. The final tasks 6 and 7 led by Fox and Warner include system integration and reporting. Here we tie together the other tasks and will present results in a timely fashion with significant use of the web to disseminate information.

 

 

C Deliverables

1. We will generate and maintain a web site for the all components of the Intermental network. This web site will be designed to evolve as our research progresses and serve as a communication tool for disseminating knowledge about problems identified and insights gained in HCI, Collaboration, Parallel/Distributed computing and application issues as they relate to the Intermental network. 

2. We will generate reports that describes relationships of Intermental networks with other UltraScale technologies. 

3. We will generate a comprehensive report which will outline the methodology used and knowledge gained in the following HCI areas: neurophysiological restraints and limits of the computer to human linkages; psychophysiological capacity for optimal cognitive function within an extended perceptual environment; psychomotor function for simultaneous interaction with multiple human to computer devices. 

4. We will generate and distribute an HCI requirements list which will guide the integrative development of a collaborative, distributive system of interactive environments which render complex information to humans in a way which meaningfully modulates coherent perceptual states for the purpose of generating an Intermental network. 

5. We will identify and document the key issues in collaborative systems as used to integrate Intermental nets both in near term small scale systems and when scaled to very large sizes. 

6. We will relate research and development issues in Intermental nets with ongoing activities in Complex Systems and with the areas of parallel and distributed computing. 

7. We will deliver in three specified areas a set of application requirements for Intermental nets and identify those issues that are relevant to the options in years 2 and 3. 

8. We will deliver a skeleton system using a version of the Bot-Masters wearable computer and the TangoInteractive system to integrate the Intermental Net. This system will be demonstrated and be a good basis for the optional significant application-specific demonstration in years 2 and 3.

 

 

Task 2 Human Computer Interface HCI Thrust

Task 2.1 HCI Planning

We will develop a realistic and comprehensive plan to research, identify, test and evaluate critical issues of the human-computer interface as it relates to the Intermental network. This plan will be guided by the overall intent to understand and exploit the various aspects of the physiological and cognitive phenomena of human-computer interaction within the Intermental network. The plan shall include defining the research areas and methodology required to gain necessary knowledge in the following areas:

· neurophysiological restraints and limits of the computer to human linkages 

· psychophysiological capacity for optimal cognitive function within an extended perceptual environment 

· psycho-motor function for simultaneous interaction with multiple human to computer devices

During the planning phase the HCI team will interact closely with the individuals working on the "Bot-Masters" wearable computer project in order to identify areas of synergy where redundant efforts may be reduced and to establish a mechanism for sharing information between the two programs.

Task 2.2 HCI: Research computer to human interfacing options

We will research neurophysiological capabilities and functional limits of the human user interfacing with multisensory rendering systems. We will utilize computer to human interface technology being developed for the "Bot-Masters" project. Research will be focused on actual usability in order to better understand how best to integrate a comprehensive set of visual, aural and tactile rendering devices into the interactive perceptualization system. We will devise methods to give the user an integrative experiential interaction with the complex data types such as they may encounter in operational participation within the Intermental network. We will develop research methods to evaluate human interaction with interface technology that renders computer information onto multiple human sensory systems to give a sustained perceptual effect (i.e., a sensation with a context). We will research the human's ability to consistently combine these different rendering modalities, thus providing insight for developing spatial coding of the rendered information. We will research and evaluate how the implementation of vision, hearing, and touch technologies can allow for simultaneous sensation of multiple independent and dynamic data sets that can be integrated physiologically into a single perceptual state.

Task 2.3 HCI: Research the psycho-physiological and cognitive capacity for perceptual modulation

The research of technologies to support interpretation of data is a major challenge. We will research users cognitive abilities as they interact with various methods of rendering complex phenomenon. We will test and evaluate the user's ability to consistently integrate information from a number of relevant input systems. We will research operability limits of various perceptualization techniques. We will evaluate the operational limits of representation and interpretation of multiple, diverse data sources. We will evaluate the consistency of human interpretation of these data sources.

Task 2.4 HCI: Research human to computer interface techniques

We will research and evaluate methods and limits of integrating multiple data input devices into a single system. Our research will develop evaluation methods for such inputs as, bioelectric signal detectors, dynamic bend sensors, pressure sensors, audio and video digitizers and other devices. We will also assess the limits of usability of traditional input devices such as mouse, joystick and keyboards to determine when interface complexity precludes their use as primary inputs. We will research and evaluate the users' ability to integrate several input systems so as to have a multiplicity of simultaneous interaction options. We will research the capacity for filtering and combining data streams from the various human to computer input devices. We will research the capacity for developing user-defined gestures for controlling various parameters of the interface system. This work will include delivery of a prototype wearable computer based on the Bot-Masters effort but modified for use in the Intermental net.

Task 3 Collaborative Technologies Thrust

Task 3.1 Core Collaborative Technologies

We shall research and evaluate the systems, architecture, and design issues of both general collaborative technologies and the specific TangoInteractive system, as they are relevant for the Intermental net. We will include issues of scaling, fault tolerance and performance in this study as well as the ability to link diverse heterogeneous systems such as the Intermental minds, hybrid UltraScale computers and general filters. We will implement those capabilities in TangoInteractive that are identified by this task as needed for the prototype system of task 3.3.

Task 3.2 Intermental Net Specific Filters and Technologies

We will combine the expertise of the collaboration and HCI thrust members to decide on the specific details of the linkage of TangoInteractive collaboration system with the modified Bot-Master suits being developed in task 2. This will lead to design of interfaces to allow flexible integration of the base collaboration system, the suits, and filters to produce either individual or group perceptual states. These interfaces will be designed to meet application requirements of task 5.

Task 3.3 Prototype Integrated System

We will use TangoInteractive and the Bot-Master technology to produce a skeleton implementation of an Intermental net. This will include "place-holders" for all critical system functionality but not include detailed application specific modules. This skeleton will allow effective demonstrations of the concepts of an Intermental net and be designed so that it can be extended to the optional demonstration for a specific application.

Task 4 Parallel and Distributed Computing Thrust

This task will examine parallel computing architectures and their performance analysis and programming paradigms to suggest effective approaches to Intermental nets viewed as a message-parallel systems of minds. Results of this task will feed directly into tasks 3.3 and 6.1.

The second subtask is the research and evaluation of distributed computing technologies, as they are needed to integrate an Intermental net into a global information processing system. This activity will feed into task 6.1 and the proposed options, which involve a significant application specific demonstration.

Task 5 Application Requirements and Demonstrations

We will continue interaction with experts in the three chosen areas - special operations, medical intelligence and crisis management - to identify opportunities and requirements for Intermental nets. We will interact with DARPA and other organizations to suggest other application areas, which we can use to drive the architecture and motivate an Intermental net. In particular we will study education and training where Intermental technology could lead to new ways of linking teachers and pupils.

Task 6: System Integration

Task 6.1 Intermental System Architecture

This task is the main deliverable as it includes the overall Intermental System architecture studies, which will encompass and synthesize results from all the other tasks. We will present the architecture in a way so that future research and development activities can be planned. The system architecture includes a prototype software system as task 3.3

Task 6.2 HCI Integration 

We shall research and evaluate the systems, architecture, and design engineering required to research, prototype, and demonstrate interactive environments that combine new ways to render complex information with advanced computer to human input devices. These will render content specific information onto multiple human sensory systems giving a sustained perceptual effect, while monitoring human response in the form of physiometric gestures, speech, eye movements, and various other inputs. Further they will provide for the measurement of the same.

Task 6.3 Collaborative Technologies

We shall research and evaluate the systems, architecture, and design issues in the use of collaborative technologies to support Intermental nets and their use in critical applications. This activity will include study of other approaches than the specific TangoInteractive technology used in Task 3. We will examine functionality, performance, fault tolerance and architectures that will best support both today's systems and future scaling to millions or billions of linked minds.

Task 7 Reporting

We will integrate our findings among the different thrusts and present conclusions as to how HCI, collaboration, and distributed computing impact the Intermental net. We will incorporate application requirements and integration with other UltraScale technologies into our reports. The report will include a comparative analysis of Intermental nets with other forms of computers and virtual environments for different application areas. Our system architecture will be described in a forward-looking fashion so that future demonstrations and research in this area can be evaluated. In particular they will allow evaluation of our proposed optional activities.

Reports will be presented at DARPA meetings, conferences and in scholarly journals.

 

 

E Schedule of milestones

90 days

1) Set up a management plan and identify major team members. Deploy or purchase necessary computer resources.

2) Development of a realistic research plan outlining the research areas and methodology required to gain necessary knowledge relevant to the development of the Intermental network

3) Establish contacts suggested by DARPA to enhance productivity of effort. 

120 days

1) Establishment of the resources, (equipment location and personal) to perform the necessary research on the major human computer interaction and collaborative systems efforts as they relate to the Intermental network. 

2) Set up initial Web site with major identified local and world web resources

One year

Generation of initial report outlining the findings of the research in all aspects and making recommendation for further efforts in this area including data needed for evaluation of year 2 option. 

18 months

1) Integration of knowledge gained from HCI research with the collaboration and distributed computing efforts.
2) Initial Demonstration of Skeleton system integrating TangoInteractive with Bot-Masters wearable computer.

Two years

1. Final report on System architecture with its relations to different identified components.

2. Demonstration of an Intermental network using TangoInteractive/Bot-Masters technology.

 

 

 

   

 

 

Physio Info Tronics

An Anthrotronic interface to the emerging BIOTIC matrix.

 

Submitted by: Dave Warner MD PhD

 

 

Advanced research in the area of BIOTICS (Bio-Info-Opto-Tronic-Integrative-Coupler-Systems) continue to produce an ever emerging array of technologies. We propose to develop the matrix architecture that will allow all bio/info/micro systems to connect to a network through which human communication is facilitated.  This paradigm of interface technology is based on new theories of human-computer interaction, which are physiologically and cognitively oriented. This paradigm of human interaction with BIOTIC systems incorporates multi-sense rendering technologies, giving sustained perceptual effects, and natural user interface devices which measure multiple physiological parameters simultaneously and use them as inputs. Biologically optimized interactive information technology has the potential to facilitate effective communication. This increase in effectiveness will impact both human-computer and human-human 

communication, "enhanced expressivity ". and extends perceptual dimensionality.

 

We propose to research, design, develop, prototype and demonstrate an integrative interface matrix which couples the emerging bio-sensors and micro informatic technologies to the human nervous system in ways which increase the perceptual dimensionality and expressive capacity. We propose to develop an Anthrotronic (human scale instrumentation system) matrix which will allow for the exploitation of the human nervous system in ways which increase the humans ability to “grok” and communicate the information being generated and transmitted by a BIOTIC System.  We will research, design, develop, prototype and demonstrate technologies that enable Controllability and Exploitability of the multichannel, multifunction concurrence of dynamically interconnectable micro-neuro-infocom bio-coupler based hybrids.

 

Exploiting Natural systems of human information processing through developing

“Physiologically oriented interface systems”.  

 

Knowledge of sensory physiology and perceptual psychophysics is being used to optimize our future interactions with the bio info tronic systems. An understanding of the human neurophysiology allows for exploitation of predictable adaptive capabilities. The assertion is that the information flow between external sources and direct experience is biased/restrained/constrained/limited/enhanced/facilitated in understandable and predictable ways by the physiological mechanisms of human information processing.

 

By increasing the number and variation of simultaneous sensory inputs, we can make the body an integral part of the information system, "a sensorial combinetric integrator". We will identify the optimal perceptual state space parameters in which information can best be rendered. That is what types of information are best rendered to each specific sense modality, "a sense specific optimization of rendered information. 

 

Research in human sensory physiology, specifically sensory transduction mechanisms, shows us that there are designs in our nervous systems optimized for feature extraction of spatially rendered data, temporally rendered data, and textures. Models of information processing based on the capacity of these Neurophysiological structures to process information will help our efforts to enhance perception of complex relationships by integrating visual, binaural, and tactile modalities. Then by using the natural bio-modulated energy as a signal source for input; we can generate highly interactive systems in which these biological signals initiate specific events. Such a real-time analysis enables multi-modal feedback and closed-loop interactions. ERGO = Controllability and Exploitability of the multichannel, multifunction concurrence of dynamically  interconnectable micro-neuro-infocom bio-coupler based hybrids.

 

This research effort is concerned with developing a "reference architecture" (a formalized conceptual framework for thinking and technology development) for designing Physio-informatically robust interactive human computer interface systems to the bio-info-com systems. The purpose of the reference architecture will be to provide insight into the various components of the system in the context of how they might affect the flow of information as information is passed through them. The primary focus will be to consider the flow of information between the human and the com-system in a sustained, iterative, experiential interaction. The intent of developing this reference architecture is to map the information flow  during/caused by the intentional /volitional interaction with information between a conscious human and a bio-info-com system. An exchange of information between the an experienced perceptual state and an external physical state is mediated by a biologic / physiologic information transporter system .

 

We will assume that interface systems that support Human com-system interaction can be modeled and developed as systems where information flows between various components of the system in a specific manner. Emergent technology for coupling biologic systems to informatic systems is enhanced by knowledge/acknowledgement of physioinformatics restraints/constraints/capacities in the design and iterative refinement of the physicality/functionality of the technology. Our adaptive control strategy will be to develop technology systems which are coupled to the distributed -concurrently multi functional - neuro info matrix which conveys perceptible and expressible information streams.

 

We propose to develop an Anthrotronic interface to informatic systems which are either biologically/physiologically based (primarily neurologic i.e. neuro informatic) information systems and/or informatic systems which are designed to support interaction (dynamic exchange of information) with such systems. The intent of this work is to develop a systems based, physiologically robust, technology matrix that will exploit the various technologies being developed for the Bio-Info-Micro program.

 

The basis for this work comes from the researchers extensive experience in developing interface technologies for persons with severe disabilities and from the DARPA programs for instrumenting  humans for controlling distributed robotics. 

 

  

 

 

Warner, a medical neuroscientist, has an MD/PhD  from Loma Linda University and is the director of the Institute for Interventional Informatics and has gained international recognition for pioneering new methods of physiologically based human-computer interaction. Warner's research efforts have focused on advanced instrumentation and new methods of analysis which can be applied to evaluating various aspects of human function as it relates to human-computer interaction, this effort was to identify methods and techniques which optimize information flow between humans and computers. Warner's work has indicated an optimal mapping of interactive interface technologies to the human nervous system's capacity to transduce, assimilate and respond intelligently to information in an integrative-multisensory interaction will fundamentally change the way that humans interact with information systems. Application areas for this work include quantitative assessment of human performance, augmentative communication systems, environmental controls for the disabled, medical communications and integrated interactive educational systems. Warner is particularly active in technology transfer of aerospace and other defense derived technologies to the fields of health care and education. Specific areas of interest are: advanced instrumentation for the acquisition and analysis of medically relevant biological signals; intelligent  informatic systems which augment both the general flow of medical information and provide decision support for the health care professional; public accesses health information databases designed to empower the average citizen to become more involved in their own health care; and advanced training technologies which will adaptively optimize interactive educational systems to the capacity of the user. Selected Publications are: 

1. Warner D, Rusovick R, Balch D (1998) The Globalization of Interventional Informatics Through Internet Mediated Distributed Medical Intelligence, New Medicine   

2. Warner D, Tichenor J.M, Balch D.C. (1996) Telemedicine and Distributed Medical Intelligence, Telemedicine Journal 2: 295-301. 

3. Warner, D., Anderson, T., and Joh Johannsen. (1994). Bio-Cybernetics: A Biologically Responsive Interactive Interface, in Medicine Meets Virtual Reality II: Interactive Technology & Healthcare: Visionary Applications for Simulation Visualization Robotics. (pp. 237-241). San Diego, CA, USA: Aligned Management Associates. 

4. Warner, D., Sale, J., Price, S. and Will, D. (1992). Remapping the Human-Computer Interface for Optimized Perceptualization of Medical Information, in Proceedings of Medicine Meets Virtual Reality. San Diego, CA: Aligned Management Associates. 

5. Warner, D., Sale, J. and Price, S. (1991). The Neurorehabilitation Workstation: A Clinical Application for Machine-Resident Intelligence, in Proceedings of the 13th Annual International Conference of the IEEE Engineering in Medicine and Biology Society. ( pp. 1266-1267). Los Alamos, CA: IEEE Computer 

Society Press. 

Basic neuroscience

The following abstracts demonstrate the application of dynamical analysis to physiological signals and show that it is possible to characterize abnormal electrophysiological rhythms as low dimensional attractors.

·      Sale EJ, Warner DJ, Price S, Will AD.  Compressed complexity parameter.  Proceedings of the 2nd International Brain Topography Conference., Toronto, Ontario. 1991

     Warner DJ, Price SH, Sale EJ, Will AD.  Chaotropic dynamical analysis of the EEG.  Brain Topography. 1990.

·      Warner DJ, Price SH, Sale EJ, Will AD.  Chaotropic Dynamical Analysis of the EEG.  Electroencephalography and Clinical Neurophysiology. 1990.

     Warner D, Will AD.  Dynamical analysis of EEG: evidence for a low-dimensional attractor in absence epilepsy.  Neurology. 1990 April;40(1):351.

The following abstract introduces the possibility of quantitatively correlating movement related potentials recorded over the scalp with complex motor tasks using human-computer interface technology  

Warner DJ, Will AD, Peterson GW, Price SH, Sale EJ, Turley SM.  Quantitative motion analysis instrumentation for movement related potentials.  Electroencephalography and Clinical Neurophysiology. 1991;79:29-30.

Clinical neuroscience

The basic problem being addressed by the following abstracts is that clinical research involving neurological disorders is severely limited by the inability to objectively and quantitatively measure complex motor performance.  Large double-blind randomized controlled trials of novel therapies continue to rely on clinical rating scales that are merely ordinal and subjective.  In addition, research on the basic neuroscience of motor control is greatly impeded by the lack of quantitative measurement of motor performance. 

·      Will AD, Sale EJ, Price S, Warner DJ, Peterson GW.  Quantitative measurement of the “milkmaid” sign in Huntington’s disease.  Annals of Neurology. 1991;30:320

     Warner DJ, Will AD, Peterson GW, Price SH, Sale EJ.  The VPL data glove as an instrument for quantitative motion analysis.  Brain Topography. 1990.

·      Warner DJ, Will AD, Peterson GW, Price SH, Sale EJ.  The VPL data glove as an instrument for quantitative motion analysis.  Brain Topography. 1990.

·      Will AD, Warner DJ, Peterson GW, Price SH, Sale EJ. Quantitative motion analysis of the hand using the data glove.  Muscle and Nerve. 1990.

     Will AD, Warner DJ, Peterson GW, Sale EJ, Price SH.  The data glove for precise quantitative measurement of upper motor neuron (UMN) function in amyotrophic lateral sclerosis (ALS).  Annals of Neurology. 1990;28:210.

·      Will AD, Warner DJ, Peterson GW, Price SH, Sale EJ.  Quantitative analysis of tremor and chorea using the VPL data glove.  Annals of Neurology. 1990;28:299.

 

Therapeutic potential of human computer interface

Warner DJ, Will AD, Peterson GW, Price SH, Sale EJ.  The VPL data glove as a tool for hand rehabilitation and communication.  Annals of Neurology. 1990;28:272.

 

MindTel

 

OPTIMIZING “MIND IN THE LOOP” INTELLIGENCE

 

Innovative Methods for Enhanced Perceptual Modulation of Human Interaction with Information in Perceptualization Environments
 

In recent years, the technological capacities of the National Reconnaissance Office to access and collect diverse information have increased substantially. These efforts are still insufficient to meet our emerging national security concerns, particularly in this time of growing concern over new forms warfare and the atrocious threat of biological and chemical weapons being used as a means of homeland assault. There is need for even greater capacities to process gathered intelligence. Given the complex and advancing nature of information gathering, there must be a more robust integration of the human user into a multipoint and immersive knowledge discovery matrix.  Information gathering and manipulation technologies are limited in their ability to make a difference to the extent that the human user is limited in his ability to exploit that information. We propose to develop a system sensitive in the conceptual and methodological consideration of the human’s extraordinary abilities for perception, cognition and expression. The ‘perceptualization environment’   a multi-modal, multi-sensory, high performance communications tool for handling the escalating quantities and types of information the Office will confront in the near and distant future.  

We will research  and develop methodologies to not only present information to a user, but more importantly, to give the user tools which allow them to manipulate information in meaningful ways The representation and comprehensibility of information are the conceptual and technological challenges we seek to address with the perceptualization environment. This environment is a unified interface system comprised of a core infrastructure and experimental methodology which optimizes the integration of human intelligence through increased multi-sensory perceptualization and enhanced expressive capacity.  This tool will provide an order of magnitude increase in human-information interaction.  We propose to research an approach to the problem that leverages sensory physiologic principles with an operational knowledge of human-information system integration.  The priority of our approach is to connect the human to the content via an interface which exploits the visual, auditory, and the tactile capacities of the human body for perception.  This provides for a much greater capacity for perceptual interaction with information than the current interface model permits. our approach is to develop a system which generates and modifies information in terms of the user’s perceptual and neuro-cognitive  preferences to confront and manipulate information for specific, and at times highly contingent, purposes.  We are after an emergent fusioning of information where the user will be able to  rather spontaneously communicate their intention about the content at hand and its form.    Human neuro-cognitive integration into the fusing and presenting of information opens the space for discernment of knowledge which would have remained invisible. When the  human is more deeply woven into the processes whereby the machine makes decisions about data and representation, more powerful options for response are available.  This involves, for example, the capacity to specify queries and the representations of the results thereof enabling a powerful capacity to share that information with another expert who will be sent much farther along in the process of action. Physicality & Functionality

MindTel has developed powerful and generic hardware/software solutions to handle core functional elements of this communications environment. We currently conceive of the perceptualization environment as a physical space, enabling an intelligence worker to simultaneously explore and enhance both the  perceptual form in which information is being represented and the neuro-cognitive state of the human during perception of represented information. These Neuro-Cognitive State Enhancements which alter our perceptual cognitive states at calculated points during the design and execution of the interaction process will open  new realms of information which would have remained totally invisible. 

 

MindTel’s research in this area is to think in new ways about the perceptual basis of human interaction with vast and diverse data sources . What we are proposing is far outside the normative realm of how to construct interfaces and represent information.  Thinking in these ways will require potential users to understand the challenge which confronts them in this time of intelligence gathering. 
 Without pushing the boundaries of what can count as an acceptable means for accessing information and making decisions based upon it, unrealized possibilities to help go unseen.  We are aiming towards a new kind of perceptually based literacy to aid any process of high quantity, high performance interaction with information based on a desire for both a flexibility of functionality and massively enhanced perceptual dimensionality
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

OPTIMIZING “MIND IN THE LOOP” INTELLIGENCE

 

Innovative Methods for Enhanced Perceptual Modulation of Human Interaction with Information in Perceptualization Environments
In response to the NRO Director’s Innovation Initiation, MindTel will propose the ‘perceptualization environment’ as a human intelligence amplification tool for meeting the intensive information requirements and pressures the Office will experience in the 21st century. 

 

Our primary concern optimizing interactive interface between humans and information systems.  
 

Our goal is to make smart people smarter by fitting them with the most powerful and forward thinking technology by which their interaction with mission-critical information may be profoundly enhanced.  A “Perceptual Modulation Environment”

 This  perceptualization environment is for optimizing human-information interaction  by enabling perceptual enhancement through environmental and physiologic neuro-cognitive modulation. Our approach will be to optimize both the form in which the information is being represented -  perceptualization of information(– exploiting human neural sensory and perception systems through advanced multisensory rendering technologies and diverse array of expressional modalities) and also  perceptual state space modulation (influencing the neuro-cognitive state of the human during perception of information) such modes of inquiry which take into account the physiologic and neurocognitive state of the user in the perception and expression of information.

The Idea is to address these key features of the human interaction with information to mitigate the growing challenge for those required to interact with large volumes of diverse information with a view towards intelligent, and at times rapid, decision making  

 

Our goal then addresses the challenges and technologies for human-information interaction  in the context of how the brain is best disposed to receive and express that information.   This will lead to a system that will alter not only the representations of information, but also states of neurophysiology so as to alter perceptual states of the mind.   Our goal of Discovering  ways to massively enhance the mind’s commerce with information requires that we understand the options for making the brain more substantially able to receive and process data as well as access things in data which it may not regularly have access to.  Here again is where the idea of altering the brain’s capacities for accessing information within data will be a central innovation. The different possible means for altering the state of the brain will be explored in the context  of state specific sciences.  

 


We will research, design and develop a physiologically robust Perceptualization environment -- an interactive information fusion environment with a rich set of multisensory rendering technologies and diverse array of expressional modalities 

 

We will research and develop effective perceptual state space modulation  techniques --modes of inquiry which take into account the neurocognitive state of the user in the perception and expression of information.

Overall objective: Operationalize  perceptually enriched, interactively optimized Representational Methods –through Interactive  multi-modal, multi-sensory perceptualization of information. 

 

Refine and implement methods for creating renderings of information across the different senses which take advantage of the specific features of multi-sensory physiology to access/accent overt and hidden information. 

 

Develop and exploit techniques of Neuro-Cognitive enhancement  such as State specific sciences - modes of inquiry which take into account the neurocognitive state of the user in the perception and expression of information and Perceptual state space modulation altering the neurophysiological state of a user so as to alter perception and thus thinking about the information being interacted with. 

 

Develop experimental methods for exploring Physioacoustic  Modes of physio perceptual alteration    

Our research will discern how to optimally exploit the abilities of the human brain for perceiving information both in physiologically robust representations of information and in the modulation of neuro- cognitive processes.

 

A Two-Fold Approach to Interaction with Information

Development of an interactive  Perceptualization environment and perceptual modulation techniques.

 

 Representations of Information- perceptualization 

Emerging interface systems will concurrently present information to the visual, auditory, and tactile senses of the human body.    We will explore optimal representations especially when coupling the factors of volume of information and time.    Therefore, signifiers other than text and traditional graphics must be explored.  This means looking to visual forms of representation which are open to multi-modal features for conveying meaning (e.g., geometric shapes, colors, movements, morphings, etc.) i.e.   transform textual and other data into new kinds of signifiers for rapid and meaning-rich visualizations.   The same thinking would aim to integrate auditory and tactile sensory systems into the perceptualization environment 

 

The over all outcome of our efforts will be the   systematic optimization of interactive information perceptualization and expression.

 Innovations we are proposing include - Perceptual Cognitive Alteration “perceptual modulation” The  Concept  of ‘State-specific sciences’ refers to the idea that states of the brain affect states of mind (i.e., perception and cognition).    Therefore, it is reasonable to assume that alterations in brain state will bring out some correlative alterations in perceptual cognitive state.   To this end we have developed the  conceptual and methodological framework  of “perceptual state space modulation,” for psychophysiologically altering our perceptual cognitive states, at calculated points during the design and execution of experimental process may open us to entire realms of information which would have remained totally invisible to us.  Leveraging off recent developments in cognitive neuroscience we find that not only do new representations of information promise to show us new and powerful contents of our information which we could not have otherwise seen, but so might changes in brain state give us new perceptions of that information.
 

We have identified several methods to physiologically modulate states of the mind. Acoustic modulations will be an initial avenue for perceptual state space modulation research.  As an initial proof of concept we propose to explore certain Acoustic frequency modulations in the perceptualization environment as a means of perceptual modulation.  Our research shows that Manipulated sound is well documented to  have effects on the central nervous system which may enhance perception and cognition.. Another means of inducing alternatively modulating states of the brain   is with bioenergetic modulations.  EM  and other kinds of energy modulations have been shown to have diverse influences on neurophysiology. Specifically psycho-neurophysiology.     
Also note that psychopharmacological interventions exist which have shown promise in enhancing the perceptual and cognitive processes of the brain via  neuromodulations of mental processes and perceptual states . It is also true that as neuroscience elucidates the different neurochemical and phenomenological associations with different chemicals, more possibilities for safe and effective use of such substances will be made available.  

Summary

All of this aims at the goal of massively enhancing the human interaction with information so that the best decisions can be made which affect lives, resources, and relationships between government and support entities.  There is no mystery that what we are proposing is far outside the present discussion of interface development.  However, there is a larger issue at stake.  Without pushing the boundaries of what can count as an acceptable means for accessing information and making decisions based upon it, unrealized possibilities to help go unseen. 

Our challenge has been to think in new ways about the neuro-perceptual basis of human interaction with vast and diverse data sources.   By integrating multisensory perceptualization of information, state specific sciences, perceptual state space modulation We aim to make smart people smarter

 The perceptualization environment and methods of perceptual modulation are tools which we propose to design and develop such that the National Reconnaissance Office would be substantially bolstered in its important mission of intelligently interacting with immense quantities of diverse intelligence data.     

 

MindTel has experience  and expertise to successfully implement this project.

MindTel’s capability in this area has developed through working  relations with DARPA,ONR, NUWC

 

MindTel maintains adequate facilities to perform the tasks required.

 

A working plan of research and development efforts has been created. 

Development of perceptualization environment –6 months

Operational testing occurs in month 7

 

A complete operational prototype is the final deliverable (along with all the necessary reports

 

 

Dave Warner MD PhD,  a Medical Neuroscientist, and Dir. Medical Intelligence for MindTel  will lead the project.
 
FIRST PRINCIPLES OF PHYSIO INFORMATIC SYSTEMS
The conceptual, theoretical and experimental basis for a general systems reference architecture for Physio-informatic systems
 
Physio-informatics is a new systems model for linking human physiologic systems to information systems in the most general way. This general systems model has been derived through an ever evolving series of experiments and explorations. 
 
The conceptual, theoretical and analytical basis for establishing a general systems based  reference architecture for Physio-informatic systems necessarily crosses many disciplines. It must be emphasized  from the onset that the following discussion of the derivation and  development of a general model (aka.. reference architecture ) for describing “meaningful”  information flow between humans and informatic systems is a broad topic area which covers many scientific disciplines, engineering techniques and a continually expanding array of technologies. Including but not limited to Physiology, Physics, Mathematics, Philosophy, General Systems, Bio-Cybernetics Systems, Cognitive Neuroscience, Perceptual Psycho-Physics, Perceptual State Space Modulation, Bio-Sensors, Quantitative Human Performance, Expressional Interface Systems, Physio-Informatics, Intelligent Interface-Metrics, User Tracking Interface Systems, Distributed Tele-Robotic Controllers and Intermental Networking.  
 
A general perspective of this effort is that it is an attempt at integrating these areas of human scientific endeavor (as mentioned above) in a manner which will not require that future researchers in Physio-Informatics  master all of them before they can contribute meaningfully to the process of optimizing the coupling between humans and informatic systems in an interactive interface system. Thus the intent of this effort is to establish a general conceptual framework (a reference architecture) which can be used as a guiding heuristic tool when confronted with the challenge of designing and developing interactive interface systems for human computer interaction. Specifically one which extends perceptual dimensionality and facilitates enhanced expressivity.  
 
Physioinformatics

 

A systems based, physiologically robust, reference architecture for designing and refining interactive human-computer interface systems in ways which increase operational throughput of information. 

 
The term“ physio-informatics” will be used in this dissertation to denote informatic systems which are either biologically/physiologically based (primarily neurologic i.e. neuro informatic) information systems and/or informatic systems which are designed to support interaction (dynamic exchange of information) with such systems 
The intent of this work is to develop a systems based, physiologically robust, reference architecture for designing and refining interactive human-computer interface systems in ways which increase operational throughput of information. Extending the perceptual dimensionality of information presented to the human and enhancing the expressional capacity of the human to convey intent to the informatic system achieve this increased throughput.
 
Interactive Human-Computer Interface Systems 
 
In the various traditional models of human computer it is customary to think in terms of inputs and outputs. Input from the computer to the human and out from the human to the computer or input from the human to the computer and output of the computer to the human. The purpose of this dissertation is to develop a systems model for interactive human-computer interface systems which is thought to be more representative of reality than traditional models in that it is consistent with the phenomenological aspects. That is the development of a physiologic based reference architecture for designing and developing interactive human computer interface systems to match the human nervous system's ability to transduce, transmit, and render to consciousness the necessary information to interact intelligently with information.
 
"The physiologic basis of a reference architecture for designing interactive human-computer interface systems"
 
Context And Initial Motivation

 

The capacity of computers to receive, process, and transmit massive amounts of information is continually increasing. Current attempts to develop new human-computer interface technologies have given us devices such as gloves, motion trackers,3-D sound and graphics. Such devices greatly enhance our ability to interact with this increasing flow of information. Interactive interface technologies emerging from the next paradigm of human-computer interaction are directly sensing bio-electric signals (from eye, muscle and brain activity) as inputs and rendering information in ways that take advantage of psycho-physiologic signal processing of the human nervous system (perceptual psychophysics). The next paradigm of human-computer interface will optimize the technology to the physiology -- a biologically responsive interactive interface. 
 
INTERACTIVE INFORMATION TECHNOLOGY 

Interactive information technology is any technology which augments our ability to create / express / retrieve / analyze / process / communicate / experience information in an interactive mode. Biocybernetics optimizes the interactive interface, promising a technology that can profoundly improve the quality of life of real people today. The next paradigm of interface technology is based on new theories of human-computer interaction, which are physiologically and cognitively oriented. This emerging paradigm of human computer interaction incorporates multi-sense rendering technologies, giving sustained perceptual effects, and natural user interface devices which measure multiple physiological parameters simultaneously and use them as inputs. Biologically optimized interactive information technology has the potential to facilitate effective communication. This increase in effectiveness will impact both human-computer and human-human communication, "enhanced expressivity". 
 
"BIOCYBERNETIC CONTROLLER" 

Interactive interface technology renders content specific information onto multiple human sensory systems giving a sustained perceptual effect, while monitoring human response, in the form of physiometric gestures, speech, eye movements and various other inputs.  Such quantitative measurement of activity during purposeful tasks allows us to quantitatively characterize individual cognitive styles. This capability promises to be a powerful tool for characterizing the complex nature of normal and impaired human performance. The systems of the future will monitor a user's actions, learn from them, and adapt by varying aspects of the system's configuration to optimize performance. By immersion of external senses and iterative interaction with biosignal triggered events complex tasks are more readily achieved. This paradigm shift of mass communication and information technologies is providing an exciting opportunity to facilitate the rapid exchange of relevant information thereby increasing the individual productivity of persons involved in the information industry. Areas such as computer-supported cooperative work, knowledge engineering, expert systems, interactive attentional training, and adaptive task analysis will be changed fundamentally by this increase in informatic ability. The psycho-social implications of this technologically mediated human-computer and human-human communication are quite profound.  Providing the knowledge and technology required to empower people to make a positive difference with information technology could foster the development an attitude of social responsibility towards the usage of this technology and may be a profound step forward in modern social development. Applications which are intended to improve quality of life, such as, applications in medicine; education, recreation and communication must become a social priority. 
 
 
 
An overview of the field of interactive human-computer interface systems

 

In the time between those early days and the late 70’s the ability for the computer to respond to a task given it by a human was, for the most part, limited by computation power. From the early days of computer programming where each logical connection was “hard wired” by an army of technicians to the time of punch cards, the concept of interaction with a computer had a very limited and specific interpretation. A great advance was made when the computer had a “typewriter” like mechanism which allowed computers to be programmed through “terminals”. As the speed of the computer increased along with its capacity to respond to the human, it began to become apparent that the humans ability to convey intent to the computer and the computers capacity to display results of its calculations to the human would become a limiting factor in the “interaction” between humans and computers.  Innovators at Xerox PARC, MIT, NASA, DARPA and other computer research facilities began to rethink the concept of how humans and computers would be able to communicate more effectively. (in this context the term “communicate” is used to mean the ability to intentionally exchange meaningful information).The first significant breakthrough to make it out of the lab was the “WIMP” interface (Windows, Icons, Mouse, Pointer) graphical user interface, referred to in the nerd zone as the GUI (pronounced gooey). In the late 70’s with the commercial release of Apple’s“ personal” computer, with it’s GUI, to the general public …….blah..blah 
 
In the mid 80’s computer systems used by industry were becoming fast enough, and display technology and was becoming sophisticated enough to be able to “render” graphic images for engineers in computer aided drafting and design jobs to be able to begin to manipulate these rendered images with ever increasing speed and resolution. At the same time new techniques were being developed by scientists to enable them to “visualize” a graphic image that was the result of a very complex set calculations. These new areas of CAD/CAM and scientific visualization continued to evolve with faster and faster computation and ever increasing quality of graphic images. 
 
In the late 80’s it was recognized that the compute power and graphic display techniques 
While it is true that there was much work was done in the human factors of “Man-Machine” interfaces throughout the late 70’s and the 80’s, this work dealt with the physicality of the environment and information displays, and much of that work was done in the context of very specialized tasks. Tasks for specifics kinds of work such as piloting fighter airplanes or space craft, controlling complex industrial processes such as nuclear power plants, or complex chemical processing plants were well studied and refined. However these task differ from interactive human computer systems in that the humans are controlling some machine or physical system and were not primarily interacting with information as represented by computer systems. (one exception to this would be the interaction with a computer simulation of a complex physical system). The primary efforts for researching and refining these systems were in the field of ergonomics, dealing with the energetics of the human interacting with their environment, and cognitive science, the mental computation required to perform effectively in the environment. 
 
Also in the late 80’s a new concept began to take hold in the field of human computer interaction, the concept of “immerse systems” where the computer systems began to encompass the humans senses and track the movements and position of the human in an effort to develop a synthetic environment with in which the human could interact in a more natural way. These virtual reality systems sparked a brief but important revolution in the thinking and gadgetry of human computer interaction. From an evolutionary neuro-information processing perspective this technology creates a new potentiality for response to perceptual awareness: it canalizes not a single response to a single stimulus, but rather multiple responses to multiple stimuli born of a single though multi-dimensional sensorial perceptual state. the combination of these different rendering modalities with somatotopic placement, in order to achieve and demonstrate spatial coding of the rendered information. Optimizing the human computer interface will rely on the knowledge base of physiology and neuroscience, that is, the more we know about the way we acquire information physiologically the more we know the optimum way for a human to interact with intelligent information systems. The next paradigm will see the "THINNING" of the human-computer interface to a biological sheer as the interface will map very close to the human body. 
 
PHYSIOLOGICALLY ORIENTED INTERFACE DESIGN 

Knowledge of sensory physiology and perceptual psychophysics is being used to optimize our future interactions with the computer. By increasing the number and variation of simultaneous sensory inputs, we can make the body an integral part of the information system, "a sensorial combinetric integrator". We can then identify the optimal perceptual state space parameters in which information can best be rendered. That is what types of information are best rendered to each specific sense modality, "a sense specific optimization of rendered information. Research in human sensory physiology, specifically sensory transduction mechanisms, shows us that there are designs in our nervous systems optimized for feature extraction of spatially rendered data, temporally rendered data, and textures. Models of information processing based on the capacity of these neurophysiological structures to process information will help our efforts to enhance perception of complex relationships by integrating visual, binaural, and tactile modalities. Then by using the natural bioelectric energy as a signal source for input; electroencephalography, electroocculography, and electromyography (brain, eye and muscle) we can generate highly interactive systems in which these biological signals initiate specific events. Such a real-time analysis enables multi-modal feedback and closed-loop interactions. 
 
 
The following discussion is concerned with developing a “reference architecture” (a formalized conceptual framework for thinking) for designing physiologically robust interactive human computer interface systems. The purpose of the reference architecture will be to provide insight into the various components of the system in the context of how they might affect the flow of information as information is passed through them The primary focus will be to consider the flow of information between the human and the computer in a sustained, iterative, experiential interaction In the context of this dissertation it will be assumed that the intent of developing this reference architecture is to map the information flow during/caused by the intentional /volitional interaction with information between a conscious human and a computer system An exchange of information between the an experienced perceptual state and an external physical state is mediated by a biologic / physiologic information transporter system This system is multi modal – multi scale – concurrent hetero-purpose poly-dyno- morphic simul-tasking 
For this discussion we will assume that interface systems which support Human computer interaction can be modeled as a system where information flows between various components of the system in a specific manner 
 
 
Theoretical position – 

Information can be mapped and represented as a specific state space parameter set.

 
Universe of discourse “Mind happens at an anthroscopic scale.”

The phenomena of interest, (perception and expression), occurs at the anthroscopic scale.
The anthroscopic scale, the natural scale of perceptibility and expressivity of an individual human, is “From meters to millimeters, from decades to deci-seconds.”
 
Assumptions 

Time is perceived as a unidirectional vector.

The nervous system is the primary information infrastructure for humans.
The nervous system supports the transduction transmission representation and response to information in the environment. 
 
  

 

 Basic principles. 

Human perception and expression is mediated, for the most part, by the nervous system.
 
Hypothesis

An understanding of the human neuro physiology allows for exploitation of predictable adaptive capabilities. The assertion is that the information flow between external sources and direct experience is biased/restrained/constrained/limited/enhanced/facilitated in understandable and predictable ways by the physiological mechanisms of human information processing. 
 
Physio info metrics --- the quantitative measure of the information carrying capacity of a physiologic system. 
 
Physiologically mediated information is exchanged between external environment and experiential awareness. The fundamental nature of the nervous system (neuro info matrix) determines its operational capacity. Both the physicality and the physiology contribute to the set of bio-physical restraints. The physicality of the nervous system constrains the perception of space, time, mass and energy. Physiology of the human nervous system restrains perception by computational limits of the system. The complexity, functionality and capacity of the intra-activity of the nervous system sustains perception. ERGO - The form and function of the nervous system influence various parameters of perception and expression. That is to say that nervous system is the biologic structure that is considered most likely to be responsible for mediating information flow within the human body
 
The Basic ideas leading to the primary foundations for this thinking can be seen as coming from the following areas
 
Operational Philosophy

-Action directed goals in the pursuit of new knowledge - which start with logical analysis of observed phenomena  and proceed to the point of discerning an operational utility of continuing the pursuit in the current mode of analysis or changing modes to seek a more fruitful mode of investigating the phenomena. (Oppenhiemer) 
 
In other words it is a philosophy of scientific investigation which constantly seeks to validate the current mode of analysis for a given set of observed phenomena so as to maintain constant progress in the discovery process of new knowledge. 
 
 
General Systems Theory

General systems theory is a useful framework for developing complex models for investigating complex systems, like those of Physio-Informatics, is in as far as it has certain concepts of systems models and principles such as hierarchical order, progressive differentiation  and feedback that can be defined and characterized and elaborated on with set and graph theory which state explicitly conditions for membership and orders of relationship.  
 
The “open systems” approach to a general systems theory  by von Bertalanffy in the late 1930’s was instigated by a perceived need to break out of the “closed systems” model which implicitly separates the system from its environment, as it would lead to incorrect conclusions. His concept was that biological systems necessarily must be considered as being open systems where both information and energy is in continuous flow between the system and the environment. His initial formulation of a general system was an attempt to derive principles which were valid for open systems. 
 
A system can be defined as an object consisting of a  set of complex objects or relationships, each of which are in some way associated with other objects with in the system in a way that some quantities (parameters) with in those objects are associated with quantities (parameters) of other objects within the same system. 
( von Bertalanffy)
 
Information

The base elements with which information is constructed  is “difference”. A difference can be interpreted as either an ontological fact or as an abstract matter.  Information can be defined as a difference which makes a difference.  (Bateson 1970)  Or a difference with a non zero significance (Warner) 
 
The relevant aspects of Information Theory concerning the transmission effects on  information across physical structures, are considered to be important in physio-informatic systems, but are tempered by the fact that biological systems do not adhere  to the neg-entropy formulation of Shannon
 
 
 
Cybernetics

Also of significant importance is theory of Cybernetics, the theoretical model of feedback governed systems whose present state influences in some way the probabilities of any future state occurring in the system. It is interesting to note that the operators which are invoked on the system are a result of past or currents states. This is important to establish that there is a relationship between operators and states beyond the “transformational function” of operators on states.
 
 

Definitions

A state of any system is defined by the set values which describe the condition of the system in any given point in time (the value of all the state vectors). A system will have a state space which represents/contains all possible states of that system. 
 
State Space, States and Operators

For those systems whose quantities are in continuous flux a special kind of set called a “State Space” can be constructed which has as its elements (set members) an n-tuple of values which are the values of the quantities at a given instant. At any given instant the system is said to have a “state” which is determined by the values of each of the “parameters” at that instant. (Ashby, Zadeh)
 
For a given system whose States are not static (in time) within a given state-space  it can be asserted that a transformational function has been performed on the system which determines the “next” state the system will be in. Such a transformational function is called an operator. Thus it is correct to say that an operator acts on an initial state parameter value and produces a new state parameter value.

 
In an open system is can be asserted that the “evolution of the states in time” i.e. the “state space trajectory” can be considered to be influenced by both the current state of the system (internal factors) and the processes of the environment (external factors) which are acting on the system. 
 
States Operators and  Information State-Spaces

A strange but useful mathematical modeling system for elaborating this has been established. A state space of a physio-informatic system can be described as a set of information-based states which behave in a particular manner. 

The initial assumption is that all the information that is perceived about the external environment is filtered-mediated-biased by the nervous system.  This is known as the “Neuro Cosmological Principle” of epistemology, which has an  “Anthro-scopic scale” and an “Anthro-centric perspective”.

Neuro-cosmology is a notational system which has as its prime focus the  flux and flow of information between a perceiving human being an the environment. As such Neuro-cosmology has :
 
-A superior descriptive process
-A powerful system of methods and models
-A superior conceptual  frame work within which to map info flux
-Derivational pathways from first principles to operational systems
-Intrinsic heuristics

Assertion

The nervous systems capacity to transduce, transmit, characterize, experience and respond to information of environmental conditions limits the know-ability of the environment. The anthroscopic neurophysiologic info matrix supports/provides the basic infrastructure for the continuous intentional/willful interaction with the environment. Biologically mediated information exchange couples perception to the environment. The physio info metrics of the neural info matrix determines the through flux. The exchange of that information can be abstracted. The flow of information can be parameterized by temporal, spatial, ergo-dyno-morphic flux. Any state of information is characterized by a specific state-space parameter set.
 

 
Theoretical construct 
A descriptive mathematical model that can map the transformation of information as it is exchanged between various components of the interactive human-computer interface system is presented below. This model which most generalizes the phenomenological aspects has a notational system which exploits interdisciplinary interaction and a languaging system which can classify emerging observations.
.
Neurocosmology- Anthroscopic epistemology is biased by Neural systems

 A notational system has been derived which represents the flow of information between the environment and the neurally mediated experience of consciousness. This formal descriptive notational system will enable the creation of“ most probable maps” of information flow between humans and their environment.
 
 
The nature of diversity encountered when dealing with individuals with various disabilities or interface needs became evident as the experimental nature of these systems begin to extend to larger and larger numbers.
 
 
While it was the case that the systems used to date were for the most part off the shelf interface devices which had been developed for other uses, it was also observed that a wider application of these techniques was possible only if the system could be individualized and customized to meet the requirements of the actual users.
 
Given the variability of the capacity of the human information processing it was determined that a very modular, component based system was necessary. The need to “reflect the complexity of the human systems and the ability to adapt to different channels for input and output was necessary.
 
 
The ability to address individual data channels which contained the  information coming from or going to the individuals was seen as the most fundamental issue to be addressed
What is NeatTools? 
NeatTools is a powerful visual programming environment that allows users with disabilities to control and communicate with a computer. It operates in conjunction with hardware devices created specially for this purpose. A disabled individual generates some deliberate movement under her control--perhaps moving a cheek muscle; this movement is then detected by the device, which transmits signals conveying the information to the computer. NeatTools then translates this information into some form that the computer can interpret, and generates some meaningful output – perhaps a mouse click, or a cursor move. The software thus allows disabled individuals to use whatever physical capabilities are available to them in order to interact with a computer, to improve their quality of life. NeatTools can permit quadriplegics to type, draw, or play games; to use the World Wide Web and e-mail; to control devices in their environment such as lights, stereo, or TV; and more generally, to interact with others. Capabilities that the able-bodied take for granted are made available to the disabled through this sophisticated computer program. Individuals who have previously had to depend on others to do nearly everything for them can gain some control and independence with the help of NeatTools. 
Who Developed NeatTools, and When?  
The story of NeatTools goes back to 1990.At Loma Linda University in California , Dr. Doug Will led a Neurology Research Group, which Dave Warner joined soon after becoming an MD/PhD. student there in 1988.The group researched ways that a human/computer combination might offer valuable diagnostic information, or might explain more about how the human brain functions. The group identified and experimented with the newest developments in technology for this project. In 1990, they acquired a special glove with optical fibers in the lycra fabric, which they used to investigate the effects and treatments of neurological diseases. A corporation called VPL Research had created the glove, called the Data Glove, and donated the $10,000 device to the lab for exploration of the medical potential. Dr. Will’s lab determined that the glove could detect small changes in hand or finger position; it could thus measure hand function in patients with Parkinson’s disease or other motor disorders. The glove could also help physicians to diagnose whether a patient had Parkinson’s or whether that patient suffered from a similar disorder, such as essential tremors. Through the precise quantitative feedback, the glove could also aid physicians in understanding the effects of medication on the functioning of Parkinson’s patients. And it could be used in rehabilitation, to help patients develop skills in particular motions. 
For such a glove to communicate with a computer, an intermediary device is needed to translate the glove’s electrical signals to signals that a computer could understand. The lab used the glove in conjunction with a workstation called BioMuse. This instrument had just been developed by a Palo Alto company named BioControl Systems; though the cost was approximately $20,000, the Neurological Research Group was one of four locations given free use of the equipment for medical and humanitarian purposes. BioMuse used electromyography (EMG) sensors to detect voltage differences that arise when muscles are flexed. It then transmitted these voltage measurements to a computer, and the software program converted the voltage differences into music. BioMuse was one of the first devices to allow any such bi-directional feedback between a patient and a computer. 

At the end of 1991, the Neurological Research Group was approached to see if they could help a hospitalized patient – a baby named Crystal Earwood. At the time, Crystal was 18 months; she had been paralyzed from the neck down in a car accident. She needed stimulation, and she needed some way to interact with the outside world. Dave Warner, still a medical student and a member of the Neurological Research Group, took up the challenge to find out what the technology could do for this patient. 
Dave found that 18-month-old Crystal could control a computer by moving her eyes. BioMuse could transmit the voltage differences from her eye motions to the computer. Her eyes became the equivalent of hands, transmitting commands to the computer. Instead of generating music, the BioMuse system was modified by the lab to give a graphical output. Crystal could then interact with displays on a computer screen, effectively demonstrating the potential value of biocybernetic technology for the severely disabled. 
But despite all the promise, one serious hurdle remained. Since Bio-Muse cost around $20,000 and the lab had only one unit to use for research and development, the equipment could not be left with Crystal, or with any of the 30 subsequent patients it was used with. For most of them, the BioMuse technology proved highly effective. For some, it greatly improved opportunities for communication and interaction. For others, the experience of generating music significantly increased patients’ motivation to exercise weak limbs. But the high cost limited BioMuse’s accessibility to the disabled patients who most needed it. Two patients were able to afford to buy their own equipment; the others were not so fortunate. 
 
Anthrotronics – Human Instrumentation Systems 
Anthrotronic systems designed for interactive information exchange continue to evolve 
Applying first principles of physio info metrics facilitates design innovation for operational refinement of the evolving interface system, thus enabling the demonstration of an integrated system of human to computer input devices with the multisensory rendering systems for an interactive, experiential environment optimized for intelligent interaction with information. Research areas and methodology required to Grok (– to intentionally seek to comprehend at a profound level) the quantifiable information flux capacity of a physiologic system necessary knowledge in these following areas: 
Neuro-physiologic restraints and limits of the computer to human linkages, Psycho-physiologic capacity for optimal cognitive function within an extended perceptual environment, Psycho-motor function for simultaneous interaction with multiple human to computer devices, Functional integration of relevant human-to-computer input devices into the system, Multisensory rendering systems integrated into the system. 
 
The development of hardware and software systems based on principles derived from the reference architecture, and implementation of such systems in real world settings 
The combination of applied physio info metric principles with an operational notational system creates a research tool capable of mapping the time evolution of information propagation through a perceptual cybernetic system. Focus will be to develop a more generalized capacity to address the interface issues of human-computer interaction requirements.  
Physiologically Oriented Interface Design: the next paradigm of human-computer interface will optimize the technology to the physiology -- a biologically responsive interactive interface. paradigm of interface technology is based on new theories of human-computer interaction which are physiologically and cognitively oriented. 
Research in human sensory physiology, specifically sensory transduction mechanisms, shows us that there are designs in our nervous systems optimized for feature extraction of spatially rendered data, temporally rendered data, and textures. We will develop these interface techniques and technologies consistent with the basic neuroscience issues of modality, duration, intensity, distribution, frequency, spatial displacement, contrast, inhibition, threshold, adaptation, transduction, conductance and transmission (to name a few) 
The ability to achieve the integration of a set of advanced human-to-computer input devices into a single interface system and demonstrate data fusion to enable meaningful correlations across various input modalities will significantly enhance progress toward this end. Viewing the entire body as a perceptual and expressional technology opens up possibilities for exploiting the heretofore untapped richness and greater volumetric potential of its informatic capacities. Hence, one could propose to develop an interactive environment incorporating new ways to render complex information to the user by optimizing the interface system to match the human nervous system’s ability to transduce, transmit, and render to consciousness the necessary information. 
Efforts have been to research, prototype, and demonstrate the implementation of a data analysis subsystem designed to enhance the ways that relevant data may then be rendered optimally to the operators sensory modalities, utilizing such techniques as linear and nonlinear multivariate analysis tools for the processing of multiple data sets in a variety of ways, including graphical analysis (phase portraits, compressed arrays, recurrence maps, etc.) and sound editing (mixing, filtering ). Interface was designed so as to optimize the salience and content of data sets. Some data which conventionally would be displayed visually might be processed so as to be perceived (in the suit) in a tactile or auditory manner Synesthetic environments rendered with this technology make it possible to feel the sound, see the pressure and ultimately be able to reconfigure the rendering parameters of the interface based on the specific elements of a situation. Seeing colors may be more appropriate in one context whereas hearing them may be more suitable for another; many factors will determine the tailoring of rendered data: which data will be shunted to which renderer. Novel interface controllers are essential here. 
Using this reference architecture one can demonstrate interactive environments that combine new ways to render complex information with advanced computer to human input devices, such that it renders content specific information onto multiple human sensory systems giving a sustained perceptual effect, while monitoring human response in the form of physiometric gestures, speech, eye movements, and various other inputs, as well as providing for the measurement of same.
 
A series of experiments we conducted which 
 
 --- assessed the limits of usability of traditional input devices such as mouse, joystick and keyboards to determine when interface complexity precludes their use as primary inputs. 
--- researched and evaluated the users ability to integrate several input systems so as to have a multiplicity of simultaneous interaction options. 
--- researched the capacity for filtering and combining data streams from the various human to computer input devices. 
--- researched the capacity for developing user defined gestures for controlling various parameters of the interface system. 
--- researched the functional integration of relevant human-to-computer input devices into the system. 
--- researched various multisensory rendering systems integrated into the system. 
--- researched an integrated system of human to computer input devices with the multisensory rendering systems. 
--- researched an interactive, experiential environment optimized for intelligent interaction with information. 
 
This increased throughput is achieved by extending the perceptual dimensionality of information presented to the human and enhancing the expressional capacity of the human to convey intent to the informatic system. -Quantitative human performance assessment tools for clinical, educational and vocational applications have been developed and refined -Interactive systems for the disabled which empower them to participate more actively in their own environment
 
 
The reference architecture presented has the necessary features to map the flow of information in an interactive human computer interface system. The reference architecture has the necessary complexity to be able to account for the physiological issues in an interactive human computer interface system.
 
