Darpa Grand Challenge Terrestrial Tracking Network APPLICATION SOW 

The Objective of this SOW is to provide an application to be used in the COC or any other DARPA Grand Challenge (DGC) intranet location to display icons of the position of robots and chase vehicles (CV) as they traverse the DGC. 

Key salient features:

· Application Development/ Support - The basic application, key functions of which are described below, is meant to allow operators in the COC as well as other Intranet locations the ability track the movement of robots and chase vehicles along the Challenge router.  Generally, the application shall support a map background with icons of the robots and chase vehicles where the location of the icons is updated based on GPS information from the moving nodes to the operator consoles.  Specific requirements of this application include:

· The application shall be able to support receiving position update packets sent at a 1Hz rate from each vehicle being tracked from multiple sources including up to 75 vehicles being tracked where each vehicle likely will have multiple physical layers for the position data to traverse to reach the operator consoles.

· As such, the application needs to be aware that packets will arrive out of order.  Older packets should be discarded and not graphed.  Only the most recent update available for each vehicle being tracked shall be plotted on the map displays viewed by the operator.

· Data shall be sent from the field via a number (TBD) of physical layer paths.  The application will need to listen to several (up to 100) multicast addresses.  The payload portion of the multicast packets will contain, at a minimum, 

· Node ID  - 2 digits assigned by DGC

· GPS time the packet was send from the vehicle

· Lat/long of the vehicle when the packet was sent

· Contractor shall provide the exact format for the payload portion of the data packet.

· ESTOP and other parties involved shall adhere to the payload format when generating multicast or unicast packets on the CV and robots.

· DARPA Network integrators shall provide the Unicast and Multicast IP addresses used

· Application should have a convenient run time method to be alerted to which multicast groups contain tracking data and therefore of interest

· Multicast group selection and routing will be static during the DCG

· The application should expect to see, at a minimum, 40 multicast groups sending data to be displayed on the operator console

· 25 - 1 per Chase vehicle / robot pair

· 1 for data from an alternate (Iridium Short Burst Data) tracking service

· 1 for data from a terrestrial relay system

· few TBD

· The application shall not rely IP address to multicast group to determine the source of the information.  Source information  shall be contained in the payload portion of the packet.

· As many as 60 operators may be used to monitor the Challenge from as many as 60 different computers.  All computers monitoring in real-time will be located on the Challenge provided Intranet (non real-time monitoring of the event is supported and discussed in the WWW section below).    

· Each operator shall be able to view, from their computer, the position of all robots and chase vehicles equipped with a tracking system.  When communications connectivity supports, the position shall be updated every second with a new location from the robot or chase vehicle.

· The application, developed as a component of this effort, used by the operators to view the Challenge, shall be able to distinguish that position data from individual nodes may arrive out of sequence and shall address this by discarding any data more latent than the most current update (i.e. if new position data arrives but is older than current data it should be discarded and not displayed)

· The application shall present an icon for each node (robot or chase vehicle) that is being tracked.

· If the data being displayed for any given node is less than N seconds current then the icon shall have a green border or similar distinguishing feature.  If the no data has been received for an individual node for greater than N seconds, the icon shall turn yellow, and if no data is received for greater than M seconds, the icon shall turn red.  Once new data is received, the icon shall immediately turn green, plot the new position, and the process repeats.  If a vehicle is “red” or “yellow” (i.e. no updates received) – the last know (not necessarily last received) GPS location shall remain graphed on the display.

· The intend of the above is to enable a very rapid assessment of which nodes are “in communications” and hence which have valid locations and which are “out of comms” to enable an operator to determine their last known position.  Alternate approached that support this basic intent are acceptable if approved by the DIRO.

· N and M are to be runtime configurable parameters with typically values being 3, 5, 10 seconds – however different values will be used as testing evolves.

· The application shall support loading of maps from multiple sources and of different resolution. 

· The contractor, as a component of this effort, shall supply at a minimum, the following map backgrounds for the operator console application software:

· One that covers the entire route

· Ones that provides reasonable resolution when scaled to a 2.5mile x 2.5 mile window

· Different maps for every area of the course

· Ones that provides reasonable resolution when scaled to a 5mile x 5 mile window

· Different maps for every area of the course

· Images (e.g.  photo) and/or overlays (e.g. lines, arrows, and text) shall be able to be inserted onto the maps prior to runtime.  For example, phase lines or special instructions shall be able to be “added” to the operators map background prior to their execution of the program.  Then, once the program is executed and the map loaded – the image or background will be visible as a component of the map background to provide guidance to the operator.

· The application shall enable the operator to easily “pan” and “zoom” the display to view coverage of the entire course of any portion of the course.  The best map based on the requested display area shall be automatically loaded without user interaction (other than requesting a pan and/or zoom).

· The application shall allow the display to “auto track” on any operator selected node.  For example, the operator could zoom into a particular portion of the course and select any one node.  As that node moves the node will stay centered in the display and the map background shall update automatically w/o user interaction.

· The application shall execute on Windows XP.  

· The application must coexist with an LMR based voice communication software package which will operate on the same PC.

· The contractor shall supply at least two computers to “monitor” – comparable to an operator – the correct functioning of the tracking system, including the application.

· Additional computers shall be provided, setup, and networked by DARPA, not a component of this effort, on the Intranet.

· Tracking software and any special operator console hardware (should any be required) shall be provided by the contractor.  

· The contractor shall install the s/w and h/w on the DARPA supplied operator computers as a component of this effort.

Web Serving 

Internet access to the data via a web server shall be provided as a component of this effort.  The contractor shall supply, install, integrate setup, operate, and support the computing hardware (Web server) as well as all software required to enable a user on the Internet to enable a standard Internet browser to view the nodes being tracked as a component of the Challenge.  The browser shall update, non-real-time (<30sec latent), as the nodes traverse the course.  DARPA will provide Internet network connectivity.

Initial testing

· To support initial testing, the contractor shall participate in a DARPA Command Post eXercise (CPX) 5-20 Jan.  

· To support this CPX the contractor shall supply 5 laptop or comparable computers with GPS and Verizon Aircard Internet connectivity.

· Each of these 5 laptops will be used in a mobile CV configuration which will traverse the DC Beltway or surrounding areas over the course of this time.

· From the CPX COC the application developed in this effort shall track, in real-time (<1 sec latent assuming minimal <300ms Verizon / Internet latency), the position of the mobile nodes.  The basic functionality described above shall be demonstrated.

· It is understood that for this test Unicast data is like used instead of multicast.  For this reason a single PC will be used in the COC to monitor the movement of the nodes.

Onsite support DCG test area

· The contractor shall have personnel on site to troubleshoot and maintain the network to meet the coverage requirements noted above during the following periods at a minimum.

· 5 – 20 Jan DARPA (DC) to demonstrate functionality in the test COC at DARPA.

· 1-20 Feb at DCG course

· 25 Feb – 14 March at DCG course

· 14 – 25 March as a backup in the event the Challenge is postponed for any reason.

