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Current thinking and planning as it related to the tracking system, to enable real-time and non real-time tracking of robots and chase vehicles (CV) during the conduct of the DCG follows.  This is a working document and is intended primarily for technical engineers involved in the implementation and to facilitate clearer understanding.  

Physical layers

There are several physical layer networking technologies being planned.  As testing evolves some may be dropped if they prove unnecessary.   Figure 1 diagrams the basic radio and computing envisioned in each robot and CV.
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There are currently two physical layer paths for data to be sent from a robot.

1. via the Estop / tracking system radio, or

2. via Iridium Short Burst data (SBD).

SBD data will traverse, via satellite and terrestrial connection to the COC as described in the next section.

Estop / Tracking system data will traverse to a master transmitter location, repeater location (including uWave towers) and/or a CV.  The following sections will explain how it processed once this data is available at any of these locations.

Current planning has four possible routes for position data to get from the CV to the COC.

1. Estop / Tracking system radio.  This is a Freewave 900Mhz multipoint radio.  Omnitech has placed a TDMA MAC on this radio.  Clear LOS range of up to 20 miles are expected – however LOS obstructions are the main concern; hence the requirement for repeaters.  As described below at every location where we desire to convert from the serial bit stream provided by the Freewave radio Omnitech will add a computing platform to perform this conversion.  The conversion will provide IP datagrams which can be routed over a number of physical layers.  Some of the physical layers are noted below.  Others include uWave links with routers installed at all LMR tower locations (5) along the DGC.  The uWave links connect all towers to each other and the COCs in Primm and Stoddard.

2. Verizon aircard.  The aircard is convenient and low cost, but does not have coverage over all the DCG.  The Verizon card does not support multicast data and uses the Internet to deliver the data to the COC.

3. Iridium or Globalstar satellite phone used in circuit switched configuration.  This is effectively a modem to modem call used to pass data.  The Iridium or Globalstar phones will call a phone number in the NOC at Primm.   Multicast data is supported over this connection but the datarate is very low – anticipated to be enough to transport position data for the CV / Robot pairing only.

4. Iridium Short Burst data is send from each robot and CV node, received at the Iridium Local Earth Station (LES), and packaged for transmission over the Internet.  Plans are in place to have an ISDN or T1 connection from the LES to the COC in Primm to mitigate the impact of the Internet.  Once at the COC a conversion, described below, will need to occur with the IP data packet.


The ESTOP radio system will support the ability to relay.  Some radio system will be placed in positions to receive (and retransmit if multiple relays are “daisy chained” – maximum of two – together).   At any relay position an Omnitech PC could be used to reform the received data onto an Ethernet LAN.  From this LAN the data, now in IP format, could be sent to the COC via other physical layers.  This configuration is diagrammed in figure 2.  Figure 2 does not show an intermediate ESTOP / Tracking system relay point, however one could (not required) exist.  It is not envisioned that a relay only point would required an Omnitech PC or related “downstream” routers, rather the most basic relays points would serve only to extend the range of the ESTOP / tracking radio.
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Data Conversion

The Omnitech PC on each CV or uWave tower location or Master Estop transmitter location will address the process of converting the serial data stream into IP packets on the Ethernet LAN on the CV, tower, or transmitter area.  These packets will then be routed off the LAN, via physical layers noted, to the COC.  The Omnitech PC will need to generate IP datagrams that contain, at a minimum, the following information:

1. node ID (assigned by DARPA max 2 digits (0 – 99))

2. Time

3. Lat/long information

The format of the IP datagram will be created by MindTel. 

The Omnitech PC will be responsible for creating several IP data flows from the Omnitech PC.  All dataflows will have the same format for the data portion of the datagram, but will vary in IP destination address (mix of Multicast and Unicast Flows).

In particular, the Omnitech software on the PC will support the following flows to the following destination addresses:

1. Multicast group A (assigned later) will be for all traffic origination on the CV and the robot associated with this CV (i.e. local traffic – 1Hz position data for the robot and CV node pair)

2. Multicast group Z (assigned later) will be for all position traffic not originating from this pair (i.e. any other robot and/or CV in the area that has LOS (including via a relay) to this CV node).

3. Unicast address Y (assigned later) will be the same as #1 (local position data for the robot and associated CV node pair).

NOTE:

· Each robot / CV pair will have their own “local” (#1 above) multicast address (i.e. another robot / CV pairing will use Multicast address B, another C, another D, and so on.)  For all “non local traffic” – all traffic will be addressed to multicast group Z.

· All unicast traffic will be sent to IP address Y.

The reason for having different “local” multicast addresses is to enable / disable traffic from flowing over various ports on the router.  Without this we would easily congest the lower data rate links when all robots and CV nodes are in close proximity.

While figure 1 shows only a single robot / CV node pair, there will be times (certainly at the start) when multiple robot and CV nodes will be in the same area and have LOS to each other.  The addition of relays will further enhance the chances of any CV node receiving position updates from multiple robots.  The Omnitech software will process all received information and present it for use on the CV node LAN as described above (using different multicast groups for local and non local traffic).

In addition to the above CV node centric case, the software will have the same capability at any location on the course that can receive ESTOP transmissions.  This means that any master ETOP transmitter or any “repeater” location could, not necessarily will, have the ability to present data onto a LAN identically to that present onto the CV node LAN.  In this case, where there is no CV / robot pairing, all data packets shall be generated using Multicast group address Q (as defined above).

Iridium SBD Conversion

Currently funded efforts have the SBD being received and displayed at the COC. Omnitech is responsible for this effort.  In addition, Omnitech is responsible is providing a computing platform and software to convert the COC received SBD information into a multicast packet with the format described by Mindtel.  The multicast address of this data will be unique to any other multicast address used in the network.

Verizon data conversion

CenGen will provide a computing platform and software to convert the unicast datagram created by the Omnitech PC at each CV node and sent to the COC via Verizon to a multicast datagram.  Once converted to multicast this packet will be placed on the LAN in the COC.

Routing

Routing of data over the physical layers noted above will be the responsibility of CenGen.  Static routing, including static multicast routing, is envisioned.   Preventing multicast loops will be a key component of this effort. Static access list or other methods will be utilized.  It is imperative to have a complete understand of which nodes are generating multicast, what addresses are used, and where the data is destined. 

In all cases in this document where COC is mention this is intended to represent a LAN segment on a router in the NOC at Primm.  However, in addition to presenting the data noted on the LAN in the COC the multicast data on this LAN should also be routed to the Situational Awareness Facility (SAF) at the start of the Challenge in Stoddard.  

Unicast / Multicast Address Summary

Robots 1-99 (25 max but not numbered in sequential order) – will generate no IP data

CV 1 (Omnitech computer) could generate the following multicast datagram

· Group A – destined for COC

· Group Z – not routed of the local LAN

CV ?? (Omnitech computer) could generate the following multicast datagram

· Group B – destined for COC

· Group Z – not routed of the local LAN

CV ?? (Omnitech computer) could generate the following multicast datagram

· Group C – destined for COC

· Group Z – not routed of the local LAN

And so on up to 25 CVs.

Additionally, each CV would generate a Unicast flow to IP address Y.

Any master transmitter location or repeater location where an Omnitech PC converts from serial to IP datagrams will generate multicast data with address Q, which will be routed to the COC.

Application layer

The application layer needs to be prepared to receive multicast packets from several multicast groups at the COC (or any other location to which the multicast packets are routed).  The application will be responsible for “sorting out” the packets using the node ID located in the payload.  Multicast / Unicast source address will be changed as the packet traverses the network and as such can not be used for sorting.  The application will use the timestamp in the received packets to determine if they are more current than existing data and if so, graph the new data point.  Data more latent than the current information will be discarded (or logged is possible to enable post processing of the data).

Details on the functionality of the application are provided under separate cover.
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