Concepts

1) Developing physiologically informed methods for preparation of data for perceptual enhancement and comprehension for decision/command support.

2) Applying the principles of Grok-It science to the needs of human disaster relief information response. 

To reiterate the definition of grok and grok-it science:

To "Grok" is to perceive and understand--and then some. It is actively concentrating 

on some 'thing' to devour its meaning as you comprehend "It." Reading text,  concentrating on the stock exchange tickers, or listening to an emergency radio 

announcement are acts of groking. However, 'grok-it science' seeks to turn data 

into representations geared to how our brains best process sensory input; it employs neurophysiological principles in the preparation of data as usable information. Groking is thus a perceptually enhanced, cognitive-intensive extraction of meaning from digital information. It is a multisensory approach to data representation, or "perceptualization of information": a way of thinking about preparing data to enhance and accelerate the groking of it. Our site explores these principles. 

In the above definition of groking, the key element is that of how the brain processes the data which impinge on our senses. Two realms of science come together here: digital information and neurophysiology. In order for one thing, information [IMG/ANIM=some kind of gobbelygook like you get when you get code instead of text, or a foreign language page, etc. This should probably be some simple dynamic images of all this indeciferable code coming at/hovering around this brain from all sides and directions], to interact with another thing, the brain [IMG/ANIM=just a brain without eyes, ears, etc, and an obvious disconnection between it and the gobbleygook.  Maybe a question mark imposed ontop of the brain as this data streams all around it] there needs to be a way of translating one into the language of the other. Information needs to be put into a form which the brain can “grab” onto and then use. And the manner in which the brain grabs onto information is via the operations of the main 5 senses: hearing, touching, tasting, smelling, and seeing; and secondarily vistibular, proprioceptive, etc.  For the moment, seeing, hearing, and touching are the senses around which grok-it science is being theorized and developed [IMG/ANIM=the brain gets eyes, ears, and hands one after another]. 

The field in which we have explored and expanded these ideas is called  physio-informatics. Physio-informatics “is a new systems model for linking human neurophysiologic systems to informations systems in the most general way” (Warner, 2000).  This general systems model has been derived through an ever evolving series of experiments and explorations (it may be that we will actually link to the history page from this page, as it will be necessary to show the “series of experiments and explorations”).  Physio-informatics as a method for describing “meaningful”  information flow between humans and informatic systems is a broad topic and necessarily a multi-disciplinary effort.  It includes, but is not limited to Physiology, Physics, Mathematics, Philosophy, General Systems, Bio-Cybernetics Systems, Cognitive Neuroscience, Perceptual Psycho-Physics, Perceptual State Space Modulation, Bio-Sensors, Quantitative Human Performance, Expressional Interface Systems, Physio-Informatics, Intelligent Interface-Metrics, User Tracking Interface Systems, Distributed Tele-Robotic Controllers and Intermental Networking.  
 
The intent of this effort is to establish a general conceptual framework, a generic reference architecture to be used as a guiding tool when confronting the challenge of designing and developing interactive interface systems for ‘human information interaction.’  Our goal is a generic systems approach which bolsters the richness and diversity of perceptual states and also opens up greater and more effective decision/command capacities for an end-user.  Grok-it science accomplishes two goals: 

1) Perception/Comprehension: making data more richly and quickly understandable through mutisensory presentations of that data to the three primary sensory modes of the human body: ears, eyes, and skin/touch.

2) Decision/Commands: once the information has been adequately percieved and understood, then actions can be taken on the basis of that information.  The user then dicides what to do in a crisis situation and then issues commands back out through the very system which has delivered the information to her/him.  In this case the commands may be given vocally, hand/foot activations of buttons and/or pressure sensors, or even muscle movements sensed by bio=electric sensors.  There are others, among which is the great fantasy of locating and detecting with sensors the various brain activities which correspond to decision and action  
Physio-informatics is best thought of as a method for displaying information which has prepared that information with a view to how the eyes, ears, and skin actually code sensory data and then deliver it to the brain. [IMG/ANIM=building on our gobbleygook/brain/ears,eyes,hands/skin/body images, at this point I see a flow of the gobbely into some kind of as yet black box thing and then coming out on the other side as text, geometries, sounds, etc going into each of the respective sensory organs and then a flow of this information into the brain .  So obviously there needs to be some spatial distance between the sense organs and the brain itself so that we can show the transformative flow of this data until we somehow show that the highest part of the brain, the cerebral cortex has assembled it all into a coherent picture which we then can give some images of.  So for example, the gobbly comes in, goes through these stages I have given above and from behind the eyes of the brain we see something that is actually meaningful/intelligible and which one can then respond to.]  Find how the senses most efficiently “grab” data from the outside world for delivery to the brain and then consciousness, and begin to build your rendering systems on those neurophysiological priniciples.  In short, we are trying to make information systems behave more and more like biological systems. Research in human sensory physiology, specifically sensory transduction mechanisms, shows us that there are designs in our nervous systems optimized for feature extraction of spatially rendered data, temporally rendered data, and textures. Models of information processing based on the capacity of these neurophysiological structures to process information will help our efforts to enhance perception of complex relationships by integrating visual, binaural, and tactile modalities.Interactive interface technologies will eventually directly sense bio-electric signals (from eye, muscle and brain activity) as commands and then render information in ways that take advantage of psycho-physiologic signal processing of the human nervous system (perceptual psychophysics). This concept of human-information interfacing will optimize the technology to the physiology -- a biologically responsive interactive interface. 

[NOTE= I am not sure whether we are yet in a position to talk about the details of this neurophysiological approach to perceptualizing information.]
Selected history of these concepts

The first and most basic question: what are the dynamic and empirical features of a brain as it perceives or expresses some set of data/information? A set of ideas named Neurocosmology formed the basis for this empirical enquiry into how mind interacts with information through the brian/body. Neurocosmology's idea: that which can be perceived and/or expressed is limited only by the human nervous system's ability to collect, process and render to consciousness data coming into/leaving the body. Advanced instrumentation for the acquisition and analysis of medically relevant biological signals 

Exploration began with novel perceptionns of electrophysiological data coming from the human brain. Using themselves as subjects, Warner and Jeff Sale took the clinical tools of the Neurologist (Electroencephalogram [EEG], Magnetic Resonance Imaging [MRI]) and fusing them with the then new tools of high end digital graphics and supercomputing: Advanced Visualization Systems [AVS] Stardent Workstations, respectively. Unified, these methods gave wholly new kinds of clinically useful data. Instead of the EEG's normal array of "squiggly" lines, the new techniques generated visually rich 3-dimensional contoured surfaces, termed isosurfaces. By taking the basic data measured by 20 electrodes attached to the skull and inputting it into AVS' graphical rendering software modules the very same data could now look like this. Information in this format is vastly more powerful and more easily cognized then the abtuse trace lines of the traditional EEG: Breakthrugh! Jeff Sale then developed innovative methods for interpreting the new data based on the emerging mathematics of non-linear dynamical analysis, or chaotropic dynamical systems theory. 

Moving beyond experimentation with themselves, Warner's group began to work with LLUMC patients from Outpatient Neurology and Pediatric Rehabilitation. Two general categories characterize the medical applications of information technologies: 

quantitative assessment 

augmentative communication 

Qauntitative Assessment: Advanced informatic systems which augment the general flow of medical information providing support for the health professional 

Dr. Warner had been exploring the VPL Data Glove, an early virtual reality interface device, when he realized the potential the glove afforded to the clinical neurologist. Many of the local nuerology patients were sufferring from Parkinson's disease. Traditional neurological examination relied entirely on the doctor's subjective, albeit skilled, visual and physical examination of patient symptoms and response to treatment over time. There was no way to precisely measure the exact nature and movement of Parkinsonian tremor. Fitted with the Polhemus 3-Space Tracker (6 degrees of freedom: x,y,z, yaw, pitch, roll), the data glove allowed a patient's sensory motor dynamics to be measured down to any needed increment. A"taxonomy of tremor" was born: Breakthrough! Eventually, the data glove was used during parkinson's palidotomy surgery. As the surgeon went through the operation, awake patients were asked to perform hand movements which were measured. The data clearly showed the positive effects in the post lesioned patient. Neurosurgeon, Dr. Iacona praises Warner's solution as there was never any immediate way of measuring the effect of deliberate brain lesioning during surgery. 

Some American Neurological Association abstract titles demonstrate the powerful applications of the various technologies at the time: 

· "The VPL Data Glove as an Instrument for Quantitative Motion Analysis" (A.D. Will, D.J.Warner, G.W. Peterson, S.H. Price, E.J Sale: 1990; Department of Neurology, LLUMC). 

· "Quantitative Analysis of Tremor and Chorea Using the VPL Data Glove" (A.D. Will, D.J.Warner, G.W. Peterson, S.H. Price, E.J Sale: 1990; Department of Neurology, LLUMC). 

· "The VPL Data Glove as a Tool for Hand Rehabilitation and Communication" (A.D. Will, D.J.Warner, G.W. Peterson, S.H. Price, E.J Sale: 1990; Department of Neurology, LLUMC). 

· "The Data Glove for Precise Quantitative Measurement of Upper Motor Neuron (UMN) Function in Amyotrophic Lateral Sclerosis (ALS)" (A.D. Will, D.J.Warner, G.W. Peterson, S.H. Price, E.J Sale: 1990; Department of Neurology, LLUMC). 

Another instance of precise quantitative assessment was with pressure sensor technologies. Geriatric patients confined to beds in constant positions are always at risk for decubidi ulcers (i.e., pressure sores). Here again, clinical need for precise measurement of the phenomena arises: what is the weight of the patient; how long can they stay in a particular position before needing to be moved; which parts of the body develop decubidi quicker? These among others are questions with only vague and variable answers until a large pressure sensor was installed in a bed or wheelchair. The enhanced visual rendering of this data by AVS and Stardent was also a Breakthrough. The specific pressure data is then a basis for making effective decisions about how to best handle the patient's body. 

Tekscan Pressure Sensors used for 2 and 3 dimensional color-coded visual renderings of presssure data. To indicate pressure criticality the image would be morphologically isometric in the negative. The degree of peak height is the significant unit. Also used for patient gait analysis and prosthetic device fitting. 

· 1991: Published "The Neuro-Rehabilitation Workstation: A Clinical Application For Machine-Resident Intelligence" (D. Warner, J. Sale, S. Price; Neurology Research Center/NERT, LLUMC). 

The Neuro-Rehabilitation Workstation is a system designed by Warner et al., to assist in the clinical neurology setting. NRW employs all the technologies in a single platform for diagnostic and interventional medical informatics (e.g., Parkinson's, alzhiemers, etc). Data gloves, EEG, MRI, ECG, PET, CT, EMG, MEG and pressure sensors of various types all feed out of the patient into a central processor which then fuses all relevant data into representational forms more rich to the clinical gaze (i.e., expert knowledge system). Rendered information may take the form of squiggles or else more powerful and exotic forms such as the beautiful and dense isosurfaces wrought by the AVS softwares. The NRW is among the most advanced concepts for neurological diagnostics to date. NRW allows for precise quantitative measurement of all forms of nuerological exam. 

· The paper outlined a plan which "integrates multiple data aquisition devices, interface technologies, advanced analytical techniques, and multi-sensory rendering capabilities." The NRW represents the first serious synthesis of all the research into 

1. Captured Physiological Output 

2. Quantification of Motion 

3. Complex Graphical Rendering Systems 

The Convulvitron Chair was a 3-D sound and contour pliant somatic interface. The objective was to discern possible psychological and emotional effects of sound. Sound managed and applied through the chair could conceivably bring a subject into subtle altered states of consciousness by various specialized 3-dimensional renderings of sound. 

Motion Platforms for designing realistic virtual worlds. The platforms also allowed experimentation with vestibular system sense of orientation in simulacrum space. Motion sickness was a problem early on for VR interfaces. Visual system perception of space events and movements conflicted physiologically with the vestibular system’s perception of no movement resulting in naseua. 

Augmentative Communication: New interface devices for persons with disabilities 

The data glove was applied in Gesture to Speech systems. This application is very promising for the various Aphagias. By establishing a patient specific set of hand gestures corresponding to phonetic structures a patient could regain some level of verbal communicability. 

Qaudriplegic children were the real impetus for rethinking the connection between human and computer. As Warner the early, more abstract thinking was focused on how to measure thought so as to begin willfully orchestrating thought to make thinking itself an input modality (i.e., autocerebrascope: mind controlled computer), a more real problem became abundanly clear: the debilitating effects of neuropathology and paralysis. The work would then become very focused on the problem of interface development for people no longer able to interact with the world in "normal" ways. While a great deal of work had succeeded in innovatively collecting data from the body, the goal of enhancing expressional output was still in limbo. This would change in Spring of 1991. 

On a single day in March, 1991 Dr. Warner took the opportunity to test an EMG driven interface called Biomuse. EMG (electromyograph) is a medical device which records the electrical output of flexed muscles. Using EMG sensors on a skin surface, Biomuse was the first technology allowing physiologically generated interaction (as opposed to mechanical interaction: mice and keyboard) between a computer and a human (This was the beginning of the re-cognition of the interface as a project no less important than processor speed and of greater social significance). Originally, Biomuse transduced a leg/arm EMG into a musical tone. Warner had another idea: what if they attached EMG sensors to the faces of quadriplegics and coached them in moving the muscles? Using a very simple program in place of Biomuse's musical output, LLUMC Pediatric Rehab patient Crystal Earwood (18 months) was the youngest quadriplegic to ever control a computer with voltage output from her eyes. The somatic basis for human-computer interaction had been initiated in earnest. Warner’s lab purchased Biomuse in Fall of 1992. At this time, then high school student, Patrick Keller, became Warner's chief "lab slave." Patrick would be instrumental in the real world applications of this Biomuse breakthrough and all subsequently related work into augmentative communication. 

Programmer Jo Johansen was hired by Warner to write software allowing the computer to moniter EMG signals and then translate those signals into commands. Bio-enviornmental Control (BEC) was the first version of this "gesture recognition" software. Neat Software supplanted BEC and continues to be revised. Biomuse and all its associated rehab devices were run on a 386 PC. 

The work reached its most elaborate and successful point with a seven year old C1 quadreplegic, Ashley Hughes. Neat Software was in fact designed right from Ashley’s facial muscle capacities. The following technologies were used in developing a physiological interface for Ashley: 

· Sega Super Mario Bros. was a popular video game of the time. 

· MEME was developed by programmer Marc DeGroot, MEME was the first virtual reality software implemented in medicine [video clip]. It gave Ashley and others the experience of flying through a 3-dimensional space while interacting with various objects in that space. 

· Biocar was purchased at a local Radio Shack. Biocar began as a basic remote control car. The remote control function of the car was redesigned to fit the EMG signals from Ashley's face. This was accomplished by Wala Wala University engineers Jerry E and Todd Anderson. Together with Cindy Cyberspace, Biocar allowed what is known as Telepresence. Telepresence is the phenomenon wherein perception of remote spaces, or the experience of being in those spaces is facilitated by a camera [video clip]. Biocar was fitted with a camera whose viewing was channeled back to Ashley and generated in a small screen inside a special pair of glasses. 

· Cindy Cyberspace is a styrofoam bust with cameras for eyes and microphones for ears. Ashley could see and hear any space remotely with special glasses and headphones [video clip]. 

A very significant ‘quality of life’ enhancing feature of the last three elements of the list is their allowing others to interact with Ashley. Mario Bros. allowed Ashley to simultaneously play with her peers. Biocar and Cindy Cyberspace greatly enticed people around Ashley to play with her. With these off the shelf technologies, other children would be inclined to pilot Cindy around Ashley's house and yard while she sat stationary in her wheelchair and directed them to climb a tree or swim in the pool. As Ashley controlled Biocar, her friends and family members would follow it around the house and move it from place to place. They could put it in practically any space they wanted Ashley to "be" in and she would immediately be there becuase of telepresence. Such technologies begin to break down the common barriers normal children run up against when confronted by disabled peers. 

In 1994/95 David Warner and Solamo Maturnen developed THNG 1. THNG 1 is a 4-channel EMG signal transducer which supplanted Biomuse. Biomuse is a $20K device. This price would prevent most potential users form having access to it. THNG 1 is more efficient, compact and less than $200. 

1995 Completion of M.D. Program 



1995-Present: Nason Fellowship, Syracuse University 
Consistent with the original goal of giving the disabled access to information systems and ultimately the World Wide Web Dr. Warner has succeeded in his work with: 

Eyal Sherman: Like Ashley, Eyal is a C1 quadreplegic. With similar technologies as were used at LLUMC and going beyond Eyal is one of the first quadreplegics to navigate the WWW using inputs from his face. 

Educational systems that adapt to the users ability to learn. 

Julie Jacoby: Julie is limited cognitively, bahaviorally and linguistically by neural retardation. Smart Desk is a project instigated by Warner to give Julie and others like her greater power with the limited expressional capacities she has. Smart desk is the state of the art in multi-sensory input technology for interaction with informatic systems. 

